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Abstract

Detecting illegal shipments in the global timber trade poses a massive challenge to enforcement agencies. The
massive volume and complexity of timber shipments and obfuscations within international trade data, intentional
or not, necessitates an automated system to aid in detecting specific shipments that potentially contain illegally
harvested wood. To address these requirements we build a novel human-in-the-loop visual analytics system called
TIMBERSLEUTH. TimberSleuth uses a novel scoring model reinforced through human feedback to improve upon the
relevance of the results of the system while using an off-the-shelf anomaly detection model. Detailed evaluation
is performed using real data with synthetic anomalies to test the machine intelligence that drives the system. We
design interactive visualizations to enable analysis of pertinent details of anomalous trade records so that analysts can
determine if a record is relevant and provide iterative feedback. This feedback is utilized by the machine learning model

to improve the precision of the output.
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Introduction

Illegal logging is estimated to be the third largest category
of transnational crime, with an annual retail value estimated
to be between $52 and $157 billion' and connections to
illicit financial flows.” These unsustainable practices are not
only detrimental to biodiversity > but negatively impact local
economies and national security*. This activity poses an
urgent problem for enforcement agencies and environmental
conservation agencies. The trend of land use change
and associated terrestrial biodiversity loss is particularly
perceptible in tropical ecoregions and developing countries’.
The United States, the world’s largest importer of wood and
forest products, imported $51.5 billion of solid-wood forest
products in 2017 which accounted for 22% of all global
imports. However, monitoring this trade remains a challenge
due to (a) volume and complexity of trade data®; (b) short
investigative window and high cost to detain cargo; and
(¢) no timber-specific tools for live targeting and long term
trend analysis. Thus there is a critical need for a decision
support system to aid enforcement agencies in detecting and
acting upon shipments with potentially illegal timber.

The task of detecting and investigating trade in suspicious
timber can be formulated as a visual anomaly detection
task, akin to many fraud detection tasks. Anomaly detection
has been proposed for detection of trade in other high-risk
commodities to support customs enforcement.” However,
even with interactive visualization support, the sheer scale
of global shipping—hundreds of thousands of shipments per
month—makes manual scrutiny and exploration to identify
potentially illegal shipments infeasible.
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We propose TIMBERSLEUTH (Figure 1), a scalable visual
analytics approach that combines a machine learning model
for anomaly detection, interactive visualization, and human
input to inform the user rather than solely relying on human
cognitive effort. Off-the-shelf machine learning models for
anomaly detection do not tend to explain why an identified
record is considered anomalous or suspicious, and also
do not provide any feedback mechanism. In TimberSleuth,
we provide explanations for the model output and solicit
feedback from the user based on those explanations. Our
contributions in this paper include

(I) An integrated visual anomaly detection system for
detecting suspicious timber shipments that combines
domain expertise, human-in-the-loop anomaly detec-
tion, and visual analytics.

(1) A scoring model for feedback driven anomaly
detection using an off-the-shelf anomaly detection
model that is demonstrated to perform better than
standard approaches.

(11) An embedding-based approach to provide explana-
tions for anomalies that can be utilized in the feedback
process.
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Figure 1. System overview. TIMBERSLEUTH detects suspicious timber trades, and provides explanations to solicit feedback for
the visual anomaly detection system. (A) The persistent navigation bar at top allows quick navigation between visual components.
(B) The details of the record shows the complete set of attributes to the analyst. (C) The explanations are provided as a ranked list
to show the most probable reason for the record being judged anomalous. The interactive elements allow saving the input, and also
provide overall confirmation. (D) A few of the visual components that are integrated into the system to allow users to investigate the

record in detail.

(1v) Task-specific visual components that use scalable
machine learning techniques to effectively aggregate
and provide multiple views for trade data with high-
dimensional categorical attributes based on domain
expert feedback.

Related Work

Recent work has demonstrated how visual analytics can
be utilized towards incorporation of human knowledge into
machine learning systems.®° We group our literature review
into three subsections, each pertaining to research areas
consistent with the components used in our overall system.

Visual Analytics for Anomaly Detection

One of the key goals of TimerSleuth is to provide visual
analytics tools for the underlying machine learning task—
i.e., unsupervised anomaly detection—to aid the end user to
provide investigate individual records and provide feedback.
Visual analytics has been utilized in multiple applications of
anomaly detection to alleviate the lack of ground truth labels.
Because anomalies are domain-specific, in this section we
discuss some systems that have proposed approaches tailored
to suit their respective nature of the data and its anomalies.
Thom et al.'” and Cao et al.!' present visual anomaly
detection systems for malicious activity on Twitter. Voila'>
is a system that performs interactive anomaly detection
on spatiotemporal data obtained from a streaming source,
allowing for a human in the loop approach. Z-Glyph'?
explores a family of glyphs with the intent to visualize
outliers pertaining to multiple datasets, that help human
judgement and interpretation of outliers in data. Situ'*
presents a visual analytics framework for cybersecurity.
Xie et al.'> present a visual analytics framework for
detecting run-time behavior in high performance computing
environments. Wilkinson '® outlines specific approaches for
understanding and visualizing outliers in large scale data.
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Ko et al.'” focus on the integration of multiple visual
analytics techniques for analysis and exploration of high-
dimensional and multivariate network data in multiple
domains including shipping and logistics. QoDAnalyzer'®
provides an interactive visual system to understand
distribution samples for image data. These prior efforts rely
on data sources that are distinctly different from large scale
trade data, so the techniques do not translate to our use case.
Moreover, they do not focus on specifically human-in-the-
loop systems, which is imperative for our use case.

Visual Analysis for Tabular Data

Tabular data is difficult to comprehend due to the lack
of implicit structure among the attributes, especially with
categorical attributes—where there is no intra-attribute
ordering. There have been prior works that present
approaches to visualization of tabular data, given it’s
ubiquitous nature which we have briefly discussed below.
Bertifier presented by Perin et al.'” visualizes numerical
tabular data through simultaneous visual encoding of
cell values and grouping rows and columns with similar
values. Lex et al.’’ presents a visualization approach
called UpSets for sets that can be extracted from tabular
data. VisBricks®' provides a framework to explore large
heterogeneous data using clustering and aggregation of
relationships between subsets. Keshif > is a framework for
quickly exploring tabular data through summarization and
aggregation characteristics based on data types.
SMARTExplore®® is another recent framework that
focuses on tabular data. Apart from user-driven exploration,
it provides summary and descriptive statistics combined with
intuitive visual representations and automated analysis to
show outliers, clusters, and correlations. Taggle24 follows
the design paradigm of prior frameworks. It incorporates
coordinated multiple views, with a variety of descriptive
statistics and user driven operations for querying, filtering
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and aggregation. Systems such @map-together® and
Improvise® target expert users and developers, providing
both exibility and a wide range of use cases and patterns.
While these works present a myriad of approaches, upon
which we build, their exact use cases and target data types
deviate from our intended objective.

Human-in-the-loop Anomaly Detection

The key impetus in improving anomaly detection systems

through a human-in-the-loop (HITL) process is to bridge thiégure 2. T IMBERSLEUTH system architecture  comprising
gap between application speci ¢ interpretation of anomalie§nomaly Detection module, Record Scoring Model (re-ranking)
The output of anomaly detection systems are based BRdUle: and the Visualization dashboard.

expected patterns and the underlying statistical properties

ﬁf (_:iaija. In scenzr;ost;/]vhere lthefbéjdget'g forl Iabe_llmg_ 'S Vera}{tempt to address here. While our problem setting is similar
Imited compared to the scale of daggiive learningaims to Kong et al®8, the exact approach is not applicable.

to obtain informative labels to iteratively train the underlying
machine learning model. Pelleg and Mobfepresent an
anomaly detection system where active learning is used &ystem Design Process
extract only useful anomalies although the scale, nature, a\ﬂg
data complexity are of comparatively lower scale. Similq
HITL systems have been proposed by Abe et®and He
and Caronefl®. Ghani and Kumai® present an interactive Problem Description Design a visual analytics system that
anomaly detection system for fraudulent insurance clairsan display details for a set of records that are agged
that uses human feedback in an active learning settingbp an underlying anomaly detection system and provide
train a classier. 23! is a cybersecurity-speci ¢ HITL insights so as to solicit iterative feedback in order to improve
system that relies on large scale feedback to train superviseltvance of the records to the application scenario in
anomaly detection models, and is thus different from owubsequent iterations. The visual analytics system should
setting. have an active learning component that can learn patterns
Active Anomaly Detection (AADJ? is based on.ODA3®  from user feedback to improve relevance of output iteratively.

and tree-based ensembles such as that proposed by D . . . .
prop Y Y8%he current systems in use, while not directly accessible

et al3* and has been shown to perform well for tabular L
data with numeric attributes. The approach presenteda% researchers, are known to be not utilizing automated
’ ethods. In fact most of the checks to the best our

Siddiqui et al®®> and GLAD®® are frameworks for HITL .
kpowledge are performed manually, using personnel on

anomaly detection based on onlin?g;earning for weights ﬁ1e ground and physical forms which are examined by
components of an ensemb@JRank" uses the feedback ersonnel. Their knowledge of past infractions, known

regarding top anomalous instance to iteratively reweigh %rr]]ecdotal prior evidence and expert judgement drives the
ensemble of anomaly detectors. The objective of ndin . - !

X T grocess of agging suspicious shipments. Our system was
anomalies that are similar to ones already encountered

S ) . . .
adopted OJRank is the same as in our case. However fossely developed in collaboration with domain experts

approach uses a sampling based approach and can from ecological conservation agencies. The collaborating

feedback of a single instance only—which is not suitab gomain experts have signi cant experience in working
with illegal timber trade and shipment records. They were

for our use case. The concept of similarity or clusterin )
. . P Y 9hosen as collaborators due to their knowledge of how the
among anomalies, which our model utilizes, has been

explored in prior approaches presented by Ghani épa|_'me”ded end-users operate, and their in-depth knowledge

and Lamba and Akogfii. However they are not directly of how potentially illegal timber trade practices, as well as

applicable to our scenario. Ghani et*lrelies on iterative Fhe|r knowledge of endangered ora and fauna. It is also

classi cation, however the there is sparsity of data obtain portant to note that while experts have ne grained domain

d s . .
through feedback to train such classiers. OJR#nkas (?mowledge, obtaining security clearance in US to access

; ; . . heir internal tools, processesm and documents is subject to
explained above does not directly satisfy our requirements, . . L T
) . cértain restrictions and requires justi cations that researchers
and also these models are intended for data with real-valué . O
. X . and conservation organizations do not have access to.
attributes. While categorical tabular data can be encoded as
real valued input by methods like one-hot encoding, the hi

h

dimensionality of our target data makes it infeasible. %ata Description

Kong et al®® presents a system for HITL anomalyThe design of a visual analytics system is connected to the
detection for time series data that treats the underlinopderlying data, which is the case here as well. The data
anomaly detector as an off-the-shelf system and usesed in this system are shipments records, each of which
clustering (K-means) based approach that is not effectiiee an individual transaction instance between companies,
for high dimensional categorical data. The the task afescribing the type of goods and products traded. Our system
HITL anomaly detection for high dimensional multivariatas designed to work with a real-world trade dataset on United
categorical data remains an unsolved challenge, which B&ates trade imports from Panjiva trade d&aShipment

begin by formally de ning the objective that is intended
b be accomplished in this work:
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timber, allowing for greater ef ciency and effectiveness for
the end users. We present expert scores on a 1-5 Likert scale.
Experts noted that the system should be be usable

and intuitive for analysts who have expertise in domain

Figure 3. Examples of trade records ~ for U.S. import data. knowledge of illegal timber (score: 4) and suf cient technical
Entity names are anonymized by replacement. expertise to use web-tools (score: 3). There is need for
the system to have adequate visual cues, and provide

) . ) ) . potential explanations towards why records are highlighted
data in the form ofBill of Lading manifests are utilized ;4 interested. These were rated on average at 4 and

by customs enforcement agencies to regulate import agdrespectively. Experts pointed out that it is especially
determine taxes. However, these shipment records Contﬁ'Hbortant to have explanations, context, and appropriate

important details that describe the different aspects of thgyq) tools to analyze why a record is highlighted, especially
global supply chain. Speci cally the attributes of the data arg, seemingly legal timber products. There can be cases

(i) Consignee; (i) Shipper; (iii) Port of Lading; (iv) Port of o¢ piatant llegality, fraud (deliberate mislabelling), or
Unlading; (v) HS Code; (vi) Shipment Origin; (vii) Shipment,yantial clandestine activity in a record, and records with

Destination; and (viii) Carrier. Figure 3 demonstrates som&qyiiar attributes or context are important.
example records with the schema. An important point to note

is that a}l the attributes are categt_)rical in nature. This direcﬁesign Requirements
our design and methodology choices. ) ) )
The rst stage of data ingestion involves selectin@ased on our formative study, the_ design requirements for
pertinent attributes from the raw tabular data. This is dofge overall system can be summarized as follows:
through understanding the attribute semantics with the hel
of domain and data experts. This is followed by data cleanin
and generally preprocessing the data to convert it to a format
utilizable by a machine learning pipeline. It is important to

note that this data is sizeable, on the ordeI@?frecords_ Per  R2 Explainability and transparencyfo improve accuracy
month and has signi cant complexity. In preprocessing the and oversight, the proposed system should visually
data, we follow methods adopted in prior literature such as explain the rationale for its decisions to the user;

those presented in Das et“dl. where very sparse entities
are discarded to prevent bias. We perform data curatiorR3 Human control and supervisiorExperts asked for
speci ¢ to domain knowledge from external sources which a visual interface for the user to (a) view records

1 Automatic anomaly detectionGiven the scale and
scope of the data, experts felt that the proposed system
must be based on an automated anomaly detection;

is described in next sections. ordered by score, (b) explore and investigate individual
records, and (c) provide feedback and update the

Formative Study underlying model.

We conduqted a formative study with asample of ourdomain\ye note that our design rationale was founded on

expert audience to understand how to design our tool.  {he principles of human-centered articial intelligence

Participants. We engaged three domain experts with priofHCAI), “° where the goal is to achieb®th high automation
experience in dealing with illegal timber trade and forestr@s well as high human control.
They have been working with enforcement agencies over
several years and belong to one of the most promine@ontinuous Evaluation

conservgtionist organizations. They were well situated {Re continued working with our expert panel even after
Communlcate the issues faced by_the intended end USer8ampleting the initial formative study throughout the
speci cally the enfor_cement agencies suc_h as U.S. Cus,t‘?'a\f'ration of the project. However, we note again that
and Border Protection. Unfortunately, given the sensitifiese experts were part of our collaborating team and not
nature of the data and the project, we were not given access front-line speci c analysts from enforcement agencies.

to the actual analysts “on the ground,” but instead teafftorunately, these analysts were far too busy with their
members who had prior experience with these activities. day-to-day work to be able to participate in this study.

Method. Our formative study was performed as indifurthermore, the sensitive nature of the activities and the data
vidual interviews with domain experts followed by a colalso meant that these analysts were effectively barred from
laborative discussion with the whole group. Experts we@@mmunicating with the research team.
presented with questions that related to (i) what are the key
bottleneck faced by end users; (ii) what are the informatiddomain Knowledge Incorporation

communication modes (such as natural language, VisUgly,qs and products involved in global trade are tracked
would most likely assist in the given task; (iii) how dif cult | i the Harmonized Schedule (HS) code nomenclature and
is the current manual inspection process; and (iv) what Ie"[‘ﬁOdud classi cation system. Many countries add up to four
of technical pro ciency do the end users have. additional digits (up to ten total) to further the speci city
Findings. We here summarize the ndings that informedf product classi cations based on HS codes. We utilize the
our the overall design. Firstly, participants felt that the corest six digits of HS Code, which are globally standardized,
objective of such a system is to aid in the investigatioand their associated descriptions. We obtain the ontology and
of shipments of interest that can potentially contain illegalata for HS Codes from open source repositories containing
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text descriptions of products, which can include scientic
names, family and common names of timber species.

We extract speci ¢ six-digit HS codes representing known
high risk timber using text processing techniques such as
regular expression matching and n-gram based keyword
matches, as well as collaborating domain experts' inputs
on HS Code text descriptions. All HS codes for solid
wood and products containing solid wood (like furniture)
are used to select trade records for our system. HS

codes covered by legislation such as the Lacey Act apg e 4. Trade records schema graph.  Nodes represent the

data'on country-speci ¢ logging and export bans are a'%‘?ferent domains and the relationships between them are
obtained. Although these curated HS Codes may conta#presented as edges. Table 1 lists the metapaths constructed

high risk species, they can correspond to such a larggng this.

number shipments that simple rule-set based matching is

neither analyzable nor actionable by end users. Data from . .

sources including CITES (Convention on International Trad¥@chine Intelligence

in Endangered Species), IUCN (International Union foThe objective for the machine intelligence component is to:
Conservation of Nature)? and WWF (World Wildlife Fund)

contain scienti ¢ names, common names, and country or (i) Perform anomaly detection on the trade records,
region of harvest information, which are extracted for the  including providing an initial ranking of records based
application. We match these to HS Codes, allowingusto ag ~ On their anomaly score

HS Codes in records which are highlighted by the underling

machine learning algorithm (i) Utilize human feedback to iteratively improve the

ranking of the results in terms of their relevance, such
that anomalous records similar to those that have been
System Overview: TimberSleuth previously annotated as relevant are ranked higher in

TIMBERSLEUTH consists of two major components: the subsequent iterations.

algorithmic pipeline and the interactive visual analytics These objectives pertain to all three design requirements
interface. The algorithmic pipeline or the back-end, hereq®, R2 and R3. We focus onprecision at the topas
referred to as thenachine intelligence comprises presented in Kar et 4 and Lamba and Akogfti, where
the objective is to improve precision in the top-ranked
items (records) in the ranked list iteratively. Precision here
refers to the ratio of relevant records (w.r.t application
scenario) to the total number of records that are selected. In
(iii) Machine learning module for record scoring. practical implementations of anomaly (_Jletection systems, a
user-speci ed percentage or user-speci ed count of records
The user interface, or the front-end, hereon referred to @k chosen for further investigation given capacity or budget
thevisualization dashboard consists of constraints. The key challenge is improving the precision of
such highly ranked records by utilizing continuous human
(i) Data processing and caching for visual analytics; feedback.

(i) Domain data ingestion module;

(ii) Shipment data preprocessing module; and

(ii) Visual analysis component modules; and Data Model Preliminaries

(i) Bridge modules to record feedback and synchronizEabular Records. The shipment records are in tabular
with machine intelligence. format, with each row describing an instance. Tabular data

can be formally represented in termsdoimainsandentities

The overall architecture is shown in Figure 2 withA domainor attribute* is de ned as a set of elements
the backendand frontend components and how they aresharing a common property, e Bort. The & domain* ¢
connected. In Figure 2, thdomain knowledge stoiie used consists of a set oéntities denoted asd%. For instance
primarily for storing the timber specic data from whichentitiesNew Yorkand Houstonbelong to the domaifort.
we obtain the relevant HS Codes. Thiade data stords a The count of entities in a domain is termed asty or
database for storing and retrieving the trade records. cardinality of the domain. For instance, the cardinality for

The rst step of the data processing is anomaly detectiothie domaingConsignegShipperandCarrier are in order of
where the records are assigned a real-valued anomaly scaf8, 10* and10? respectively, for a month of shipment data.
This computation is performed once, and is the starting poitmulti-relation or record (A is a tuple of entities, with one
for the subsequent steps. TRecord Scoring Moduland the entity belonging to each of thedomains Contextis de ned
visualization modules are the iterative parts of the system.as the reference group of entities with which an entity occurs,

. . L . implying an entity can be present in multiple contexts.
Overview. Below we rst discuss machine intelligence ping y P P

followed by the human-in-the-loop framework. We themetwork View of Tabular Data. An alternate intuitive
describe the interactive visual dashboard and the visualizepresentation of thentities and their relationships is in
tion components. We close with an example scenario. form of a Heterogeneous Information Network (HIN). These
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relationships describe the entities that constitute the supphpdel, is effective in nding anomalies. Our main focus here
chain—such as shippers, ports, and destination and origini®hot the anomaly detection model but the later stages of the
commodities, and are understood with the help of domasaystem that builds upon it.

experts. Such a network is heterogeneous since there are

nodes representing multiple entity typedofaing and Combining Multiple Models

multiple relationships that exist between them, as shown in ) )
Figure 4. Ensemble methods have been used in many machine

learning systems to improve robustness and perforntdnce
De nition A Heterogeneous Information Network isCombining outputs from multiple instances of the anomaly
de ned as a graphG = fV -Eg whereV andE are sets of detection model with different key hyperparameters can
vertices and edges, respectively2 E belong to one oA potentially provide more robust results. An efcient
types wherde = fEleeE?g V V . approach to combine multiple ranked lists in an unsupervised
manner isBorda Count™! which determines the nal rank of
objects based on their positions in the input rankings. The
items in the combined output ranking frddorda Countare
sorted according to the numbers of items that are ranked
The metapaths capture the semantic relationships betwé&etow them in the input ranking lists. Thus, records which are
nodes of different types. We consider metapaths whi¢nked high (anomalous) by multiple model instances will be
are symmetric, since we consider the relationships to Bgored high in the aggregated ranking.
undirected. The motivation for this use of metapaths is to To that end, we train multiple instances of MEAD with
capture inherent relationships and avoid edges that do migfferent embedding dimensions and combine their results
represent valid relationships. The list of relevant metapattigo a single ranked list of records, where the highest
for United States trade data are shown in Table 1. Wanked records are anomalous. It is a standard practice
utilize both these views of data collaboratively in our systerfor unsupervised anomaly detection systems to use a user-
HINs have been studied in context of relationship or pattepiovided threshold, such @-=3 or 5C percentile of the

De nition A metapatH® is a path de ned orG of the form
Vg8V geee$V ., where8— 9-are distinct node types,
which de nes a composite relation among the node types.

extractions, as well as for anomaly fraud detectibfi! normalized scores, or to select a prede ned user-speci ed
number of records to select the highest ranked (lowest
Detecting Initial Anomalous Records likelihood) scored samples, which are treated as anomalous.

We adopt the second approach, choosing themost

Detecting sparse anomalies in tabular data is a challengifg, alous records. wherteis set to 5000. The ensemble
task, especially where the data objects are complex ah ’

) i - 8|tentially provides more robust anomaly scores, and this
do not have a single compact representation. For this tagks the feedback process.

(R1) we adopt Multirelational Embedding based-Anomaly

Detection MEAD)“8, which is speci cally designed for

tabular categorical data with high cardinality)EAD is Human-in-the-Loop Framework
an embedding based model that captures the likelihood gfe metric that we intend to optimize is precision at
a record based on entities and its given cont®AEAD  he op in the ranked list of anomalies, quantied by
is trained with a modied Noise Contrastive ESt'mat'orbrecision@bwhere 1 is a user-specied parameter, as
objective using negative samples, which is efcient andyqcjeq in requirementsR1 and R2. It is infeasible to
scalable. This provides a ranked list of records, ordered B)fectly incorporate domain knowledge into off-the-shelf
likelihood scores, where lower scored records are deemgrqi()ma|y detection systems such as MEAD.
anomalous. Anomaly detection systems for categorical yjgpiighting similar records based on feedback reduces
ta_b‘%'azgdata, e on approaches such as ite ﬁgtcognitive load of the end user in investigating records,
mining™, which are unsuitable for a deployed applicatiogjy e patterns exist among anomalies and similar instances
that has upper bounds on .n.10del tra|n.|ng time. . occupy the same region in the latent data space—as
MEAD represents entities (of different domains) a§jscyssed by Ghani et af.and He et af® This offers a better
low dimension embeddings. In MEAD the embeddingy,qre hrecise) set of samples to provide positive feedback
vectors that represent commonly co-occurring entities algcf)on Which can help the iterative process.

5|_mh|IarIy (t))r_lented. Thr|15 r']s berz]cause thfe model |sf trained rp,q objective here is to nd a relative ordering among
with an objective such that the sum of vectors of entitigge output of the anomaly detection system, such that

corre_sponding toa record in the expected data qiStrib“ti?ﬁbre relevant records are scored higher. In the rst step,
(training set) has a higher sum compared to negative samp{;%s application specic thresholdQ( is used to select

or naise. More speci cally, each score 1S modellgd as t fie highest scored records ranked by anomaly score, i.e.
probability of such a record belonging to the datadlstnbutm‘%cordS with lowest likelihood from the output of the
through penalizing records where the entities do not Cfs)l'nomaly detection model as potentially anomalous. At each

occur in training data. If a record contains a set of ent't'es%bsequent feedback iteration, these records are re-ranked by
that are not expected to co-occur, the vectors representlﬁg scoring model
the '

these entities are not oriented in the same direction as
context. We utilize this property for providing end users wit
interpretability as to why a record might be deemed releval hema of Feedback

or anomalous with respect to the application. It is importahiet us suppose a record TCTonsignee:1, Origin$ 1,
to note that we assume that MEAD, being a state-of-the-&SCode: ;, Destination: ;, Shipper(1g is a relevant
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Table 1. Metapaths overview . Metapaths used to capture relationship between entities, designed following the HIN schema view
of the data. These are utilized for computing vector representations that enable measuring relative proximities between entities of

the same and different domains (types).

SERIAL ‘ METAPATH STRUCTURE

1 Consignee $ HS Code $ Shipper

2 Shipper $ HS Code $ Consignee

3 Consignee $ Carrier $ Shipper

4 Carrier $ Port of Lading $ Shipment Origin

5 Carrier $ Port of Unlading $ Shipment Destination

6 Shipment Destination $ HS Code $ Shipment Origin

7 Shipment Origin $ HS Code $ Shipment Destination

8 Port of Lading $ Shipment Origin $ HSCode

9 Port of Unlading $ Shipment Destination $ HSCode

10 HS Code $ Carrier $ Port of Unlading $ Consignee
11 HS Code $ Carrier $ Port of Lading $ Shipper

Algorithm 1: Record Scoring Model

/I Scoring Model Initialization
input: entity embedding functiory,; feature
interaction functiony g set of all m domains
<; set of entities4 2 3><082 ¢°; set of
relevant domains g2 < (where entities
should be agged); Samples : X2/f, 1- 1g

Me3  §;MeGgg 6gg

for 32 gdo

| M+18=0AH 40C+42G »0%)
end

Initialize interaction feature weightd », gg # 10-1°
2
Minimize 1 Hy  gMe, } $z¢ F1G- F1GH°
/I Scoring Model Update using
Feedback
input: M gradient clip valuaM0.1; V= 0%
for each iteration of feedback with labelled records

('1)do
for each recordA2 ' ; labelled Truedo
s N

18=0AH 40C+42@/4<$891/4 1if g2 g
a Count of entity paiftds—4° marked as
cause of anomaly i&, with domains39
for each entity paiftdg— 4P do
if 14— 4° agged then
| 780 V a9, gd
else
‘ ?89 0
end
end
end
for each recordA2 ' ; labelled Falsedo
| P 0;7?89 1¢, g4
end
end
Calculate average gradient , Clip-Gradients( ,W;
Me, gg Me, g9 ?8dr go
return M

Figure 5. Update mechanism. Second-order feature
interaction weight, ggupdate mechanism in the Record
Scoring Model . Here D?%and EB%are outputs of 6g g where the
entities belong to domains 8§ 9 Note that B %nd P %are
annotated as positive and negative entity pairs towards cause of
an anomaly.

overlook the underlying cause of why the record was judged
a relevant anomaly and does not take into account the
contextual information. If another transaction T2 contains
a similar company (e.g. sister company) Shipper:S2 and
HSCode:H1, it would thus evade detection. The most atomic
unit of capturing contextual information is through observing
binary relationshipsor entity pairs, since even higher
order interactions can be decomposed in terms of binary
relationships.

Thus we have two requirements when designing the
scoring model to utilize feedback) incorporate feedback
on speci ¢ entities and entity pairs in updating results; and
b) score records which have entities and/or entity pairs
similar to ones that have been agged.

The user thus provides the following inputs, based on the
understanding of the record details that are enabled by the
visualizations.

(i) Entity of interest (e.g. Shipper S); and

anomaly. The simplest way to provide feedback would (i) Entity pairs that possibly cause the record to be

anomalous (e.g Port A, Carrier C).

be to ag the Shipper and/or Consignee, i.e. based on
white-listing and black-listing companies. But this may
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Figure 6. Performance comparison. Baseline and scoring model for the four synthetic datasets. The metric is precision@b
(b=25), i.e. the precision at the top. The performance curve for RSM(e) shows a clear advantage over competing methods for all
datasets. The dotted horizontal line at 0e25 shows E[precision] without any human input, which is the ratio of relevant labels.
Abbreviations used: RSM(e): Record Scoring model, LR: Logistic Regression, DT: Decision Tree, RF: Random Forest classi er,
KNN: k-Nearest Neighbor classi er, SVM: linear SVM.

Record Scoring Model Details
Given the limited amount of feedback available to train Hh=U <11G°, g_g %@891 G0 §1G@5’° (1)

the scoring model, we propose a data efcient additive Th . gel dated hi L i
model. Generalized linear and additive models such as' "€ SCOrinNg modelis updated at each iteration in an online

factorization machiné® and 2" 53 have been proposedmanner. This online learning problem is a modi cation of

for classi cation and ranking tasks on large scale data. sulfl online convex optimization approach. It is important to

models are expressive, yet are inherently interpretable nQte _that prior work exists where quels based on onll_ne
I$arn|ng have been proposed for active anomaly detection

terms of feature importance or contribution. We refer to ou 2 25
model as th&kecord Scoring ModdRSM). scenario$®. However the model and nature of data are
different from our case. Speci cally previous models are

While .the anoma]y detect|o'n model n thg brior Stggﬁot suited to tabular data with high dimensional categorical
(MEAD) is unsupervised, RSM is semi-supervised fOHOW'n%ttributes

an active learning paradigm. RSM is trained with a

regression objective, where sign( ) of the predicted value It : L :

2 erative Retraining of Record Scoring Model
indicates label. RSM uses the set of labelled records at ) _g ] 9 )
each feedback iteration. To capture the effecindividual ~ Since RSMis a semi-supervised model, labels are required to

scaling hyperparametetJf controls the importance of this illegal and/or suspicious. A record is labelléalseif it is not
component. We use = 0«1 for our experiments. relevant to the applicant scenario. Note that these labels are

The second component isross-entity feature inter- assigned by annotators or users during the feedback process.

action. Representing entities as one-hot encoded vectongtialization of RSM. The weights of the RSM model are
for cross entity interaction feature leads to a very higimitialized prior to the rst iteration of feedback. To provide
dimensional sparse feature space, and simpler approachg®od starting point, these weights are initialized by training
for dimensionality reduction such as feature hashing do nitie model as follows. An initial set of records which are
preserve inter-entity similarity. ranked most anomalous by the anomaly detection model
Thus the entities are represented ks normalized (MEAD) are taken as a proxy set of positively labelled
embedding vectors which are obtained from the grapgi@mples, assigned a score,df. Correspondingly, a set of
schema by applyindMetapath2Ve#* for capturing cross records ranked lowest by the anomaly detection model i.e.
entity interaction features. Speci cally, let the normalized nominal are sampled and assigned a scorelofThese are

entity embedding function be denoted &§'4,°! '3 used as an proxy set of negatively labelled samples, which
where 4, 2 3><083. The feature interaction functionare not relevant. Using a regression objective with mean
Bed B14,0— FL4P0 I ' 114, 2 3><085 42 3><085  Squared error loss, we train the RSM to predict the record

can be chosen as concatenation, mean or Hadamard prodé@reHh. Weight decay® is used for regularization to ensure
It is empirically found that concatenation works well in ouff the! 2 norm of the cross entity feature weights are low.

case. The model is described in Equation 1. HEY& ° is  ypdating RSM With Feedback. During the rst and

an indicator function that is set to 1 if the entity has beesubsequent iterations of feedback, annotated samples are

previously agged. obtained. These are utilized in retraining and updating the
One important thing to note here is thatgs—the RSM. In this phase, the target scok)(is updated tq 2 for

weight for each domain pair capturing entity interaction—samples with labélrueand for the records with labelé; B4

is updated separately, with the annotated samples and tihe target scoté is set to0. The absolute magnitude of the

associated explanations. This enables Record Scoring Motdgtet scores are not important, but only the relative scores

to explicitly high scores to anomalous records that are similamong records are used for ranking them.

to records that have been annotated as relevant in previougdn important point to note is that for a record labelled

iterations. relevant in user feedback, only the weights of entity pair
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interaction(s) which have been agged asausal factor  The synthetic anomaly generation process utilizes the
or explanation should be increased while others shoulgaph view of data, and groups or micro-clusters of records
remain unchanged. This causes similar entity pairs to beat share instances of unexpected co-occurrences. The
assigned a higher score in subsequent inference steps byahemalous records which are labell€die contain partial
RSM. For records which are marked not relevardlg¢e, similarities, in terms of context or entities that belong
all contribution of the entity interaction features shouldo micro-clusters of entities. We ensure however these
be reduced albeit to a lower degree. Con dence Weighteimilarities are non-trivial to ensure a fair evaluation of
Learning’® explores a similar idea, however it is not directyRSM. We include checks to exclude records with rarely
applicable here. occurring key entities§hippersand Consignees), since they

The weights of the RSM are updated usbajch gradient are not informative of expected patterns which is standard
descent and gradient clipping’’ is used during weight practice in evaluating anomaly detection approaches. We
updates to prevent instability in training process. Like angbtain the combined set of anomalies from the anomaly
gradient based approach, the learning rate is an importaetection model using a threshold or considering the:top-
hyperparameter. It is initially set to 0.9 and linearly decayetecords.

The.mechar.usm of update is demopstrated 'n_ Figure 5. Evaluation Steps. The online update model works on the

It is also important to note that in RSMggis a Vector, ot of the anomaly detection system. For evaluation
and its absolute value or magnitude does not directly help[ﬁ@rposes this is the set of generated synthetic anomalies.
the interpretation as contribution of coef cients, as in othef,, weights of RSM are initialized following Algorithm 1.
generalized linear models. However, the fact that the featyfgih each subsequent iteration of feedback more records are
component is obtained usirgofor the candidate set of all |5peled (annotated by the use), and they are used to retrain
possible entity pairs from the domaiBsind 9 can provide ,,qate) the RSM. Thprecision@tis calculated after each
intuitions towards which entity pairs from domaiisnd 9 update and records are labelled at each stés chosen to
are present in relevant anomahe;. . ) be small (25), since human labelling bandwidth is limited.
. At thg end of e_ach feedback iteration, the scoring modgh, each dataset we perform multiple (10) runs, where
is re-trained and is used to obtain the updated scores of {3 relative order of records are chosen randomly at start

remaining unlabelled records. The procedural steps of the emylate multiple output scenarios from the underlying
update are outlined in Algorithm 1. anomaly detection model.

R d Scorina Model Evaluati Competing Baselines. There are no readily available
ecord Scoring Model Evaluation baselines that are applicable to our scenario. Thus, following
We evaluate the proposed RSM model as part of thlee work presented i, we compare our model against
overall architecture, whose inputs are from the anomady set of classiers as baselines. This is an appropriate
detection model (MEAD). The objective is to determineomparison since we utilize the same paradigm as iterative
the effectiveness of RSM such that the relevant records atassi cation. The set of classi ers we use as competing
ranked higher (percolate to the top) with successive iteratiobaselines in an iterative classi cation scenario includes a
of feedback so as to minimize human effort. Random Forest classi er, Logistic Regression, a K-Nearest
) Neighbor classi er, and a linear Support Vector Classi er.
Datasets. Four sets of U.S. import data are extracted frt_anor a fair comparison of RSM against baseline methods, we
the larger data corpus to perform experimental evaluatiqgyresent the records as the concatenation of the embedding
These are hereon referred to as Dat#d¢?,3,4). For each eciors that are used in RSM, rather than using one-hot
dataset, the rst four months of data are used as training $&{coded vectors to represent entities for feature inputs
and the next two months are used for testing. The training $gt phaseline classi ers. The embeddings provide a more
is needed for training the anomaly detection model MEAD,tqrmative input feature and are less sparse than one-
We assume, following prior works, that the training data ifot encoded vectors. We observe that RSM outperforms
approximately clean and does not contain anomalies.  paselines signi cantly and it quickly identi es the set of

Experimental Setup. Since we use real world data, we doreIevantIADL} anomalies using the feedback. This is shown

not have ground truth anomalies or known data instances tHEtg :T?;ESG' Rcskl\l/l "f’rﬁgler;%.lse.g;n ;Tih%aigeng;gg;:n;s
are relevant anomalies. To overcome this limitation syntheﬁ'@ flth qu'l y- i P I'I lon ( di p)d that is. th
anomalies are generated following prior work presented fore of the relevant anomalies are discovered—ihat is, the

Chen et al® and Datta et af®, by randomly perturbing two recall increases and drops to a low value when no further
psmve samples remain. The number of iterations is limited

or three of the entities in a record. It is important to note th’\g the count of positivelv labelled samples in the testing sets
we are not evaluating MEAD but only the RSM. Since RS y P y P 9 '

is semi-supervised, we require labels for these anomaliesEifect of Feedback Size on Record Scoring Model. As

to whether they are relevantrie) or not alse in order an iterative update algorithm, the number of items labelled
to perform evaluation. Since relevant instances are generally each step is an important factor in the performance
fewer, we design an imbalanced testing set of approximatelf the scoring model. Different labelling budgets can be
4000 samples for each of the datasets, containing a ratioppésent in different application scenarios, which can lead to
1 : 3for positive and negative samples. Generated anomaligsiance in our parameter of interest: precision at the top
labelled )AD4 contain underlying patterns or similarities,(?A428B8®%). Thus we perform experimental evaluation

which can be utilized in a sequential model update scenario, observe the model performance with respect to this
similar to the work presented in Lamba and Akoglu. parameter. We perform multiple runs (10) with random
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Figure 7. The effect of feedback batch size on model performance. We consider the rst 25 batches, due to limitation on
number of samples. The metric used is ?A428B&&@%. Here 1 is chosen as the feedback size. We observe that the model performs
well for varying feedback sizes.

Figure 8. Anomaly detection feedback demonstration. The left image shows the rst iteration of the system, while the one on
the right shows the records in the next update. The entities part of unexpected co-occurrence pairs are highlighted. This
demonstrates how a few records along with their underlying explanations can help improve the precision in the next step through
feedback.

initialization(record ordering) for each feedback size, arslbmitted, model weights of the RSM are updated and the
report the median value 0of?A428B8&®%, where 1 is updated scores of the remaining records are calculated. Of
the the feedback size. The values bfare chosen from the yet unlabelled records, the highest scored top 10 records
f10,25,50,75,108 The results for the rst 25 batches aresorted by the updated scores are presented to the user,
shown, since precision in the earlier batches is of greawenoted afteration 2in Figure 8.

interest and also we have a limited number of batches with

higher values ofl given the xed size of test set. It is In these updated results, three instances (markel 2s
observed that the model performs as expected in differeand 3) have easily interpretable association with the prior
scenarios. Even for small feedback size, the model is ableimgut. Looking atl, we see the records are similar since they
identify similar records quickly. As the recall increases, thghare the same set of consignee and shipper. For the record
precision value drops gradually till all the positive recordgarked as?, the shipper, SPID-AshCac, is present in the
are discovered—which is the expected behavior for suchrecord marked AD4in the previous iteration—although the
model. Thus the Record Scoring Model is shown to perforgonsignee is different. For the record marke@,ahe records

well in different settings for feedback size. share same shipment destination. Further, the top-10 of the
updated result contains records that share the consignee (C-
RedSun) as well as other entities such as the Port of Unlading
marked in the positive input.

We consider a case where a single record (denotdd;as

is relevant and thus labelledrue in the rst iteration, This demonstrates how RSM is able to capture similarities
highlighted in Figure 8. The user observes that the de¢tween records that have been markedra (relevant)

of entity pairsf Shipper: SPID-AshCac, HSCode: 441800in previous feedback iterations by the end user, following a
and f Shipper: SPID-AshCac, ShipmentDestination: SDmore like thisstrategy as discussed in Ghani e@lThus
BonMarg are interesting, and wants to have similar record®SM is able to identify records that have similar patterns
ranked higher in next iterations. Once the feedback lmsed on user input and improving precision at the top.

Use Case Demonstration
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