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Abstract: Pervasive Computing Environments are composed of 
heterogeneous services. Pervasive computing applications need to 
discover the service(s) based on context (e.g. user preferences, user 
location, user activity, etc) and interact with them to perform tasks that 
support us in everyday life with minimal or no user distraction. This 

makes discovery protocols an essential requirement of Pervasive 
Computing. In this paper we review state-of-the-art on discovery 
protocols / systems and investigate their suitability in Pervasive 
Computing. This paper then presents some open research challenges that 
need to be addressed by discovery systems to meet the requirement of 
Pervasive Computing Environments. 

INTRODUCTION 
With the advent of Pervasive Computing [1], there has been a 

profusion of services to assist and support user tasks and 
requirements. One of the goals of Pervasive Computing is to 

fulfill user needs and to enrich user experience by providing the 

user with the service based on his/her context (e.g. user location, 

user preferences, etc) with minimal or no user distraction. 

Service discovery is an essential requirement to achieve this goal. 
Service discovery protocols enable devices to discover service(s), 

bind to them and communicate with each other. Service 

discovery involves three components: (1) registration of services, 

(2) discovery of services and (3) interaction with the discovered 

services. Consequently, the major goal of discovery protocols is 

to provide mechanisms and supporting infrastructure to support 

these three main components of service discovery. 

There is an immense literature on service discovery. Although 
early service discovery protocols research focused on traditional 

distributed and enterprise systems, the research on service 

discovery now has changed its direction and is being carried out 

in context of Pervasive Computing. Various survey papers on 

service discovery [2 - 8] have been written that provide a review 

of various existing service discovery protocols and present open 
challenges that need to be addressed. However, some of the 

issues of discovery protocols in pervasive computing (such as 

context-awareness, service management, security, etc) have 

received considerably less attention. 

Pervasive computing environments are dynamic and dynamicity 

arises out of many factors including mobility (both device 

mobility and service code mobility), frequent disconnections of a 

service provider or a client due to weak wireless communication 

link, variable network bandwidth and heterogeneity of pervasive 

devices in terms of device characteristics ( e.g. low battery power 
and small screen size) and protocols, etc. All these factors badly 

affect service provisioning in pervasive computing. 

The remaining part of this paper is organized as follows: section 

2 presents the state-of-the art of service discovery, in section 3 

we provide the comparison framework, which describes the 

requirements/challenges of the discovery protocols for pervasive 
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computing environments, section 4 presents the comparative 

analysis of the reviewed protocols and section 5 concludes the 

paper. 

2 PREV ALENT SERVICE DISCOVERY PROTOCOLS 
There is a large body of work on service discovery protocols. 

The most widely used among them include Jini [9], UPnP [10], 

SLP [11], Bluetooth [12] and Salutation [13]. Each of them tends 

to devote itself to a different administrative domain and user 

requirements. In this section, a detailed review of existing 

discovery protocols is presented. 

2.1 JINI 
Jini [9] is a java-based service registration and discovery 

technology developed by Sun Microsystems. Jini provides 

service/device registration, discovery and communication 

mechanisms for ad hoc networks. The discovery mechanism in 
Jini is similar to that of SLP. Unlike SLP, it uses mandatory 

directory service to register the services and relay them to java

enabled clients when requested. It consists of three protocols 

named lookup, discovery and join illustrated in Figure 2. On 

bootstrapping, services look for a lookup service and register 

themselves with it. This process is known as the Discovery and 
Join process. During the registration process Jini services upload 

their service-object along with service attributes in a Lookup 

Table of the lookup service. When a client needs a service, it 

locates a lookup service to search the required services and 

download the service-object. Once the client downloads the 
service-object from the lookup service, it directly contacts the 

service for further communication. Services are leased which 

eradicates the need to explicitly identify services which fail or 

become unavailable. It also provides Event Notifications 

subscription to clients, which notifies them of any change in the 

service attributes that are of interest. 

Search for lookup service 

<----
Lookup seNtce found 

SelVlce-objectlselVlce-att�butes 

I 
Look'p"N;'. 

I stores.servic�-()bject 
&servlCe-attnbutes 

ReglslraUonAck 

f------------------------ . 

Fig. 2. Message sequence diagram illustrating Jini's discoveryDlOinD 
looLiLp process [22] 
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2.2 UNIVERSAL PLUG AND PLAY (UPNP) 
Microsoft Corporation played an important role in UPnP's 

development and it is considered as an extension to the 

Microsoft's Plug and Play technology; however it is more than 

just an extension. The major objective of UPnP [lO] is to enable 

discovery, auto-configuration through AutoIP [16], management 
and control of devices in unmanaged and small computing 

environments, such as small office or home environments. UPnP 

uses standard protocols like HTTP, XML, and SOAP for 

discovery, description, and control of devices. Since it is targeted 

for small home or office networks, UPnP uses a non-directory 

based architecture unlike lini and SLP. Further, in contrast to 
SLP and lini, UPnP uses XML for all the communication and 

exchange of device's information among the two entities of 

UPnP network (i.e. Control Point and Device). As in lini's 

discovery-join-Iookup process, SSDP is used for both advertising 

the device's (service) presence to the other devices in the 

proximity/scope as well as discovering other peer devices. 
Devices' profiles describing their capabilities and features are 

written in XML format. 

2.3 SERVICE LOCATION PROTOCOL (SLP) 
SLP [11, 14] is developed by IETF (Internet Engineering Task 

Force) for service registration and discovery within a particular 
location or scope and aims to be a vendor-independent standard. 

By using convergence multicast in small and directory agents in 

comparatively large networks [15], SLP is highly scalable. Its 

architecture consists of UA (User Agent), SA (Service Agent) 

and an optional component DA (Directory Agent) which acts like 

a caching node to categorize and group services in larger 
networks. The SA sends the service URL and other service 

attributes to the directory agent at the time of registration. In 

order to prevent the DA from storing stale service information, 

SA needs to refresh its registration to ensure its availability. 

Figure 1 illustrates the interaction mechanism between the three 

components of SLP in a small or Local Area Network. 

Service Req .
.... 

1. Service 

Service Agent 
(SA) 

Registration ... 

'
" 

" 

" 

" 

User Agent 
(UA) 

Fig. 1. An illustration o(seruce registration and discoLl!rv mechanism 

in SLP [227 

2.4 SALUT A TION 
Salutation [13] is yet another service discovery protocol 

developed by salutation consortium. Salutation addresses the 
problem of heterogeneity in ubiquitous environments by 

providing an operating system, communication protocol, and 

physical platform independent architecture. Constituents of 
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Salutation architecture are Salutation Manager (SLM) and 

Transport Manager (TM). SLM stores the locally cached 

services and may communicate with other SLMs to discover and 
access the services using Remote Procedure Call (RPC). It can 

use more than one TM to communicate over different network 

technologies. TM acts as a bridge between SLM and the 

communication technology, giving it network transport 

independence. 

2.5 BONJOUR 
Formerly named as Rendezvous, Bonjour [17] is an apple 

propriety service discovery protocol, submitted to IETF as a part 

of standard-creation process. It is based on IETF's Zeroconf 

(zero configurations) technology, which enables the seamless 

discovery and interaction of devices and services without prior 

configuration. It is an unstructured and decentralized discovery 

protocol which offers service discovery in local and ad-hoc 

networks. It supports the advertising and discovery of services 

using link local addressing and multicast DNS (mDNS). A 

service provider randomly chooses and broadcasts IP address and 

selects it if the response renders it unclaimed. Service publication 
is performed by multicasting the service advertisement to all the 

network devices. Bonjour carries out the service discovery 

process through DNS Service Discovery (DNS-SD) by browsing 

available services. 

2.6 PROOF-OF-PROXIMITY (PoP) FRAMEWORK 

FOR DEVICE PAIRING 
Malkani [18] advocated that security has never been a major 

concern or major design goal of previously designed discovery 

protocols and thus proposed a generic framework for secure 

pairing of devices for home or small building based pervasive 

computing environments by exploiting the common capabilities 
of communicating partners. This framework integrates the 

discovery mechanism and number of different pairing schemes, 

which comprehensively provides the support for a wide range of 

device pairing scenarios in pervasive computing environments. 

This framework consists of two parts: (1) device registration and 
discovery, and (2) Authentication. It provides confidentiality and 

integrity protected device discovery and registration mechanism 

by combining several features of the existing well-known 

discovery mechanisms, such as SLP and UPnP. However, 

further work is required towards standardization of the proposed 

discovery mechanism. 

2.7 PCRA 
PCRA [19] is a policy-based context-aware reconfiguration and 

adaptation system that allows the development of adaptive 

context-aware applications from policy specifications. Two of 

the core features of this system are (1) context -aware discovery 
and (2) context-aware adaptation. Context-aware discovery 

allows discovering service(s) based on context and some other 

search criteria and then creating bindings between the user of the 

environment and the discovered services, while context-aware 

adaptation allows modifying (adapting) the behavior of the 

bound service in response to context. PCRA does not have 
context monitoring and processing capability, instead simulated 

context widgets have been used to provide context to the 

discovery system. PCRA's binding model addresses the issue of 

invalidity of bindings and its detailed description can be found in 

[20]. Another feature supported by the binding model is caching 

of bindings for improved performance and the detai led 
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description of this is available at [21]. PCRA lacks the support 

for dynamic service characteristics . 

. KONARK 
Konark provides a framework for connecting isolated services 

offered by proximal pervasive devices, over a wireless medium 
[22]. It has two major aspects: service discovery and service 

delivery. Konark uses a decentralized, peer-to-peer mechanism 

by enabling devices to act as a server and a client simultaneously. 

Konark uses XML-based service description and a micro-HTTP 

server present on each device handles service delivery, which is 

based on SOAP. Konark assumes an IP level connectivity in the 

ad-hoc networks, considering most of the modem devices run 

operating systems providing zero configuration techniques. 

[16][23]. It presents a service registry based on a tree-structure, 

with service description being generic on top and becoming more 

specific while moving down the tree levels. [22]. 

2.8 SCOOBY 
Scooby [24] is a system that provides Scooby language and 

supporting middleware to support service composition in 

pervasive computing environments. The core part of the 

underlying Scooby middleware is a service discovery/binding 
model, which enables devices to discover the services based on 

some search criteria and interact with them. Scooby language 

includes high-level binding constructs which are used to develop 

composed services. The composed service is compiled by the 

Scooby compiler, which produces the corresponding Java source 
code, and then this Java source code is compiled to produce Java 

byte code. When a call is made on the bound service, Scooby 

discovery model first ensures its availability by initiating contact 

with it. If available, the call is made and if not, it starts 

discovering another service. Moreover, the discovery system 

periodically checks to make sure that the bound service is still 
reachable. If, for some reason, it is no longer available, it 

reinitiates the service discovery process. To summarize, the 

bound service availability is periodically checked and also prior 

to a remote method call. 

Another important feature of Scooby is the support for dynamic 

service characteristics, which allow changing service 

characteristics dynamically. This feature is important because 

static service characteristics cannot be changed after the service 

has been deployed. 

3 COMPARISON 

DISCOVERY 

COMPUTING 

FRAMEWORK 

PROTOCOLS 

FOR SERVICE 

IN PERV ASIVE 

Highly dynamic nature of pervasive computing environments 
give rise to various research issues that need be addressed in 

context of service discovery systems. Some of the researches 

issues have already been addressed and while others haven't 

received significant amount of attention. 

In this section we present a comparison framework for service 

discovery protocols used in pervasive computing environments. 

The framework is shown in figure 3. This framework highlights 

the issues that we think have not received much attention from 

the research community and must be addressed by discovery 

protocols for their use in pervasive computing environments. The 

issues listed in the framework are described in subsequent sub

sections. 

Context-awareness 

SeMceManagmenl 

Coml'lr.on Fmrnework Security 

SeNiceCharacterStcs 

Fig. 3. ComparisonframeworDfor discoLkry protocols in perC'f!siLk 

computing en Llronment 

3.1 CONTEXT-AWARENESS 
Context-awareness is a fundamental requirement for realizing the 

vision of pervasive computing, which was put forward by Mark 

Weiser in his seminal paper [1]. There exist a number of 
definitions of context and consequently context-awareness in 

literature [25-27], but the most widely quoted definition of 

context and context-awareness are given by Dey et. al [28], 

which defines context as: 

"any information that can be used to characterize the situation of 

an entity. An entity is a personD placeD or obwct that is 

considered releLlmt to the interaction between a user and an 

applicationD including the user and applications 

themselves. "[28] 

and context-awareness as: 

"a property of a system that uses context to provide relevant 
information and/or seruce to the userCwhere releLlmcy depends 

on the user's task".[28} 

Various researchers [25-27] have categorized context-awareness, 

and two of the categories identified and discussed by these 

researchers are contextual resource discovery (also called 

contextual reconfiguration) and contextual adaptation. These are 

adaptive features of context-awareness in which application 

adapt their behavior in response to context. These two different 
forms of adaptation are central to realizing Mark Weiser's vision 

of pervasive computing. The protocols discussed thus far have 

not provided the support for contextual adaptation. 

3.1.1 CONTEXT ACQUISITION & MANAGEMENT AND 

CONTEXT INCONSISTENCIES 
One of the challenges associated with Context-aware systems is 

that of the process in which contextual information is received 

from environment and acted upon. Context acquisition is the first 

step towards context-aware service discovery. Contextual data is 

obtained from either sensing devices or by inferring the user 

intent through prediction or user profile and service usage 

history. Therefore, the support for context acquisition and 

processing is a fundamental requirement for discovery protocols 
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in pervasive computing. However, Context can become noisy 

and incomplete and hence inconsistent due to some reasons, such 

as malfunctioning of sensing technology or incompetent sensing 
technology (for instance, RFID readers just detect about 60% -

70% of the tags in their surroundings [29] and remaining ones go 

undetected. Context-aware discovery involves discovering a 

service based on context, and an inconsistent context may lead to 

discovery of unwanted services or system may fail to find any 

service even when the required one is available. The context 
inconsistency needs to be addressed by discovery protocols for 

smooth operation of applications. 

3.1.2 CONTEXTUAL ADAPTATION 
Context-aware adaptation is a process of modifying service 

behavior in response to context. In order to cope with dynamicity 

of pervasive computing environments (for example. variable 

network bandwidth and heterogeneity of pervasive devices in 

terms of device characteristics ( e.g. low battery power and small 

screen size) and to satisfy user needs with minimal or no user 

distraction, service discovery protocols must be able to provide 

adaptation support. For example, in response to variation in 

bandwidth, the discovered service offering video content may be 

adapted to provide textual version of the content. 

in a simple home lighting scenario the light service may be 

modified to adjust the light value to some user preferred value 

based on the user's activity ( sleeping, reading or watching TV); 
or in some other context-aware scenario the TV volume may be 

reduced when someone is talking on the phone. Many context

aware service discovery protocol architectures have been 

proposed and they exploit the use of context for discovery of the 

best possible service but don't provide the support for adaptation 

to context. 

3.2 SERVICE MANAGEMENT 
Many factors including mobility, node failures and weak wireless 
communication badly affects service provisioning. Mobility can 

be classified as (1) device mobility and (2) service code mobility. 

Device mobility causes service unavailability, while the service 

code mobility (the service moved to some other node over the 

network) makes a binding between the client and the moved 

service invalid. Weak wireless connectivity may disconnect the 
service provider or client. Moreover, Individual services 

available over the network may not be sufficient to satisfy the 

user goals and they may need to be combined to form a 

composed service to meet the user's need (service composition). 

We consider service composition as a part of service 

management. Therefore, service management comprises two 

main operations: service composition and continued service 
provisioning. Discovery protocols must provide mechanisms and 

corresponding infrastructure for service management to support 

service composition and to ensure continued service provisioning 

in face of dynamism of pervasive computing environments. 

3.2.1 SERVICE COMPOSITION 
Service composition is the process of discovering atomic services 

and combining them to form a high level service to meet the 

user's need. At times, in order to perform the user's task 

smoothly, the discovery protocol needs to identify and integrate 

appropriate services to compose a customized set of services 

which best aid the requirements of a user. Service management 
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support needs to provide the appropriate mechanism for service 

composition in order to constitute the service desired by the 

client. 

3.2.2 CONTINUED SERVICE PROVISIONING 
One of the most significant goals of pervasive computing is to 

enable a user to perform her tasks unobtrusively. It is only 

possible if the service provision is done in a seamless manner, 

ensuring the availability of service all the time. This continuous 
service provision can be hindered by many factors including, but 

not limited to: device mobility, service code mobility, lease 

expiry, hardware and software failures. One of the important 

issues that impede the continued service provision is that of 

invalidity of bindings. The binding is said to be invalid when the 

reference (stub) to the bound service becomes invalid. There are 

various situations that may cause bindings to become invalid, for 

an instance, when the bound service is moved to another location 

over a network for load-balancing purposes, or it has been moved 

closer to an entity accessing that bound service in order to 

improve service provisioning or to save bandwidth. In these 

situations a reference to the bound service becomes invalid upon 
its migration to a new location, causing all the bindings between 

the client and the moved service to become invalid. Service 

management support needs to include mechanisms (1) to deal 

with the issue of invalid bindings and (2) to proactively search 

for an alternative when the service becomes unavailable due to 
the mobility of device to immaculately keep the service provision 

process reliable and invisible. 

3.3 SECURITY 
The nomadic nature of clients and services in a pervasive 

computing poses various security challenges on the service 
discovery protocols. Clients and services in an unfamiliar 

environment need to maintain a level of security while 

exchanging data. Some of the existing approaches to ensure 

security include access control, encryption and cryptographic 

techniques. For devices to be able to communicate with each 

other, they need to establish a link using their wireless 
communication capability, such as WI-FI, Bluetooth. The 

process of establishing a link between two devices in close 

proximity is referred to as pairing or association. An example of 

pairing of two devices would be a pairing of PDA with a smart 

screen. As the form of communication is wireless, the pairing 

process is susceptible to many attacks including man-in-the

middle (MiTM), denial-of-service (DoS). Since pervasive 

devices greatly vary with respect to wireless communication 

capability, processing power, sensing technology, etc, it is 

difficult to provide a single solution for secure pairing of devices. 

While existing discovery protocols provide some form of 
security, this issue needs to be further investigated and the strong 

support for security be provided. 

3.4 DYNAMIC SERVICE CHARACTERISTICS 
Service characteristics are used to express services in terms of 

their attributes. For example, the printer service may have 
various service attributes that describe the printer service, such as 

printer type, printer status, location, etc. The service registers or 

advertises itself through the use of its service characteristics, 

which help in its identification and discovery. Services in the 

environment tend to have a change in service description due to 

their mobility. For example, an mp3 player service offered by a 
PDA whose location attribute is specified as "cafe" requires a 
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change in location attribute of the service characteristics when 

the owner changes her location so that the mp3 player service 

can be discovered according to its new location. There may be 
situations where service attributes other than location attribute 

need to alter. For example, a service attribute of the printer 

service, which indicates a number of print jobs. The number of 

print jobs at the printer may change when more jobs are 

submitted to it or the pending jobs have been printed. This 

requires altering the service attribute of the printer service to 

reflect this change. 

Dynamic update in the service description through its attributes 
is frequently required to provide up-to-date information for the 

selection of most appropriate service .These changes are possible 

only when the service attributes are allowed to be specified as 

dynamic attributes. Therefore, service discovery protocols need 

to provide a means that allow monitoring of the service state 

(e.g., a number of print jobs at the printer) and other service 
properties (e.g. location of the mp3 player service) and the 

support for dynamic attributes to dynamically update service 

attributes. 

4 DISCUSSION 
As can be noted from the review, much work has been done for 

providing efficient service discovery and dissemination using 

service discovery protocols in order to decrease the 
administration overhead from a client or service providing 

device. However, the suitability of current SDPs for service 

discovery in the pervasive computing environment is still 

debatable. In lieu of comparison criteria identified in section 3, 

we have reviewed the existent SDPs. Table 1 summarizes the 

design features and their support in the current discovery 
systems, enlightening the areas which still need consideration 

and revamping. We have discussed the conjecture from the table 

below. 

Although many of the newly developed service discovery 

protocols realize the importance of context-awareness to achieve 

the discovery of most optimal service using location context, the 
utilization of context beyond that has gone unnoticed The 

support for adaptation to contextual information such as device 

characteristics ((e.g. small screen size, low battery power), user 

activity, temperature levels, etc is an important requirement of 

pervasive computing so this needs to be incorporated in service 

discovery protocols to make them suitable for their use in 
pervasive computing environments. The issue of contextual 

inconsistencies is another important factor that leads to system 

incorrectness, which needs to be resolved. 

Service management is an important feature that has to ensure � continued service provisioning and to provide mechanisms for ... 
service composition. One of the main causes affecting the 

continued service provision is mobility, which is inherent 

characteristic of pervasive computing environments. Mobility 
involves device mobility and code mobility (involves moving the 

service from one location to another over network for various 

reasons, including load-balancing or better utilization of 

resource-limited devices). Code mobility raises the issue of 

invalid bindings between the application and moved services. 

Individual services available in the environment may not meet 
the user's requirements and they need to be integrated to form a 

composed service to fulfill a user request. The service discovery 

protocols supporting pervasive computing environments must 

provide mechanisms and supporting infrastructure for service 

management. 

The lack of support for dynamic service attributes also hinders 

the most appropriate service provision. Other than that, security 

and privacy are some challenges which need to be addressed for 

the secure pairing and confidentiality of a client device in an 

unfamiliar, pervasive computing environment 

Table 1 Comoarison of orevalent service discovery systems 

� � 
= � J. 
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� 
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= 
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!5 ;.::; 
.... 0 = 0 8 U = 
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= � 
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Context Monitoring, Processing & Support for Context inconsistencies x x x x x x x x x x 

Context Adaptation x x x x x x ,/ ,/ ,/ x 

Service Composition x ,/ x x x x ,/ x ,/ x 

Resolution of Invalid bindings ,/ ,/ x x x x ,/ x ,/ ,/ 

Continued Service Availability ,/ ,/ x ,/ x x ,/ ,/ x ,/ 

Support and Monitoring of dynamic service attributes x x x x x x ,/ x x x 

Auto- Configuration ,/ ,/ ,/ ,/ x ,/ x x x ,/ 

Language Independence ,/ x ,/ ,/ ,/ ,/ x ,/ x ,/ 

Secure Device Pairing x x x x ,/ x x ,/ x x 
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5 CONCLUSION 
Pervasive Computing Environments are composed of 

heterogeneous services. Service discovery is an essential 
requirement of pervasive computing applications for providing 

services to the users based on context without requiring their 

attention. In this paper, we have presented a discovery protocol's 

comparison framework and evaluated various service discovery 

protocols based on it. We have noted some unad?ressed iss�es, 

which need to be attended by researchers whIle developmg 
discovery system for pervasive computing environments. These 

issues include context inconsistencies and context adaptation, 

service management, support for dynamic service characteristics 

and security in terms of device pairing. 
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