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Abstract—To create, evaluate, and compare different technolo-
gies of home health monitoring, people need lots of sensor data
that captures (1) residents’ activities of daily living (ADL) like
bathing, and (2) their usage of home appliances like watching
TV. Unfortunately, such datasets of real-world monitoring are
quite limited and scarce, due to issues like sensor cost, technique
complexity, and deployment time. Existing simulators attempt
to resolve these issues, by generating synthetic data based on
predefined models or interactions with users. However, they give
little consideration to personas, and rarely support personalized
simulation based on humans’ age, lifestyles, or health conditions.

This paper introduces our novel investigation of using Chat-
GPT to create usable and shareable datasets of (1) human daily
activities, and (2) their usage of home appliances. Specifically,
there are two phases in our investigation. First, we described
personas of home residents and layouts of home appliances,
in order to use ChatGPT to generate data that mimic human
behaviors and schedule their usage of appliances. Second, we
analyzed and visualized the generated data to check whether the
data is meaningful. Our results show great promise: the daily
activities of different humans match the described personas, and
the simulated appliance usage resembles the typical appliance
usage in real-world settings. Our work may shed light on future
directions of ADL simulation. It also facilitates studies on home
health monitoring, disease diagnosis, and home automation.

Index Terms—Generative AI, ChatGPT, simulation, activities
of daily living (ADL), persona, lifestyles, personalization

I. INTRODUCTION

Smart home is an emerging application domain of Cyber-
Physical Systems [1], especially with recent advances in
sensor technology, big data, and artificial intelligence. One
particularly interesting scenario is home health monitoring,
in which humans’ activities of daily living (ADL) are cap-
tured to monitor their health conditions [2]–[4], recognize
safety threats (e.g., fall detection) [5], [6], and meet people’s
emotional as well as psychic needs [7]. One prerequisite
for the development of home health monitoring technologies
is credible and sufficient sensor data that can represent the
characteristics of different groups of people. Unfortunately,
real-world sensor datasets are often limited and scarce for
various reasons [8]. For instance, the design, implementation,
and deployment of sensor networks can be challenging and
costly; the lengthy time of data collection can be the biggest
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bottleneck for people to get enough data; home residents
have privacy concerns, and refuse to get monitored by sensor
networks for quite a long time or publicize their personal data
for research usage.

One alternative that overcomes the limitation of sensor-
data scarcity is to generate simulated smart home activity
datasets, including model-based approaches and interactive
approaches [8], [9]. Specifically, model-based approaches in-
volve the specification of activity models that define the
order of events, the probability of events occurring, and the
time taken for each event during the performance of specific
activities [10]–[15]. Interactive approaches simulate virtual
environments; they support users to either manipulate virtual
sensors or control embedded avatars, in order to generate
activities and datasets [16]–[21].

However, these existing simulation techniques share a com-
mon limitation: they do not vary the mimicry of human
behaviors with personas [9]. That is, their generated data
do not necessarily reflect the fact that human movements
and activities differ by gender, age, personality, living habit,
lifestyle, and health condition. Even if the interactive ap-
proaches can be extended to intentionally inject variations
when manipulating avatars, such manual injections is time-
consuming and unreliable. Consequently, the resulting datasets
may not represent real-world activities and can be misleading
for any observation or decision based on these datasets.

In our project, we explore the usage of generative AI to
simulate personalized smart-home activities. A recent work
by Park et al. proposed to use generative AI in the simulation,
and the resulting generative agents produce believable human
behavior: the agents can sleep, cook breakfast, or head to
work [22]. Inspired by this prior work, we defined two research
questions for further investigation:

• RQ1: How well does generative AI simulate personalized
ADL?

• RQ2: How well does generative AI simulate personalized
usage of home appliances?

To explore both questions, we inspected and modified
the generative agents from prior work Simulacra [22], to
generate movements for humans with different personas. We
then programmed Python code to extract datasets of ADL
and appliance usage from the movement data. Finally, we
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Fig. 1: Our simulated environment has
a main room, a bathroom, and a cafe

Fig. 2: The collision map shows walls,
deployed objects, and zones

Fig. 3: A JSON snippet for Isabella’s persona

analyzed the extracted datasets, and compared them with
existing datasets to assess the simulation quality.

Our exploration shows that generative AI can produce
promising personalized datasets of ADL and home appliance
usage. With a modified version of Simulacra, we prompted
ChatGPT-3.5 to generate movement data for (1) a 34-year-
old woman Isabella, and (2) a 68-year-old woman Maria.
By analyzing and comparing datasets of the two simulated
persons, we found Maria to work less (308 vs. 658 minutes),
and rest more than Isabella on average (427 vs. 83 minutes).
Isabella spent more time using the following appliances: coffee
machine, furnace, kitchen sink, and refrigerator, probably
because they are necessary for her work in a cafe.

In this paper, we made the following research contributions:
• We novelly investigated the usage of ChatGPT-3.5, in

creating personalized simulation datasets for (1) humans’
ADL and (2) their usage of home appliances.

• We customized an existing approach—Simulacra—to
generate movement data of avatars, and to extract datasets
from the generated data.

• We applied our approach to simulate datasets for people
with different personas, and got interesting results.

In the following sections, we will first introduce Simu-
lacra [22] (Section II), as our approach is built on top of that.
Then we will introduce our methodology of personalized data
simulation (Section III), and experiment results (Section IV).

II. BACKGROUND: SIMULACRA [22]

Simulacra introduces a fusion between a large language
model (LLM) and computationally interactive agents in a
sandbox environment, to enable believable simulations of
human behavior. Specifically, the sprite-based sandbox game
environment defines

1) a 2D grid-based environment map, to describe ar-
eas (e.g., houses and rooms), spatial boundaries (e.g.,
walls), objects (e.g., piano), and their locations (i.e., xy-
coordinates),

2) a 2D grid-based collision map, to describe zones where
avatars can stay to interact with defined objects, and

3) 25 unique agents with textual descriptions, sprite avatars,
abilities to move and interact.

While the sandbox game environment functions as the front-
end of Simulacra, the back-end server passes the sandbox
information to ChatGPT-3.5 via prompts, uses LLM to pe-
riodically generate movements for agents, and adopts the
generated information to control agents as well as influence
their interactions. All prompts are defined to implement a
generative agent architecture. Specifically, with the help of
those prompts, agents first perceive their environment, and
all perceptions are saved in a comprehensive record of the
agent’s experiences called the memory stream. Based on
their perceptions, the architecture retrieves relevant memories
to generate movements, form longer-term plans, and create
higher-level reflections; the latter two are then integrated into
the memory stream for future use.

III. METHODOLOGY

Our investigation consists of two phases: customizing Simu-
lacra for data generation (Section III-A), and dataset extraction
from the generated data (Section III-B).

A. Phase I: Customization of Simulacra for Data Generation

The original simulated environment of Simulacra includes
a complex map of a village, and 25 residents in that village.
Every agent is configured to start his/her day at 12 am on a
specified date, to generate a movement every 10 seconds. To
quickly prototype our research idea, we focused on mimicking
the daily activities of a single person, and thus simplified the
environment to have one apartment, one cafe, and one avatar.
As illustrated in Fig. 1, the apartment includes a main room
and a bathroom; the cafe is the workplace of that avatar.

• Main Room is the major area for personal life, provid-
ing furniture to support human activities like sleeping,
reading, and putting on/off clothes.



TABLE I: An exemplar snippet of the simulated ADL dataset
Date Time X Y Room Object/Region Activity

2023-02-13 07:51:00 7 7 cafe behind the cafe counter getting ready for work (having breakfast)
2023-02-13 07:51:10 6 7 cafe kitchen sink getting ready for work (having breakfast)
2023-02-13 07:51:20 5 7 cafe cooking area getting ready for work (having breakfast)
2023-02-13 07:51:30 4 7 cafe cooking area getting ready for work (having breakfast)
2023-02-13 07:51:40 3 7 cafe getting ready for work (having breakfast)
2023-02-13 07:51:50 3 8 cafe furnace getting ready for work (having breakfast)
2023-02-13 07:52:00 3 9 cafe furnace getting ready for work (having breakfast)

Empty cell means the avatar moves between labeled objects/regions

TABLE II: The allowed states for
different appliances

Appliance States
1⃝ Shower idle, in use
2⃝ Piano idle, in use
3⃝ Kitchen sink idle, in use
4⃝ TV turned on, turned off
5⃝ Furnace turned on, turned off
6⃝ Refrigerator open, closed
7⃝ Bathroom sink idle, in use
8⃝ Coffee machine turned on, turned off

TABLE III: An example snippet of the simulated appliance usage dataset
Date Time Bathroom sink TV Coffee machine Kitchen sink Furnace Refrigerator Piano Shower

2023-02-13 08:11:20 idle turned on idle idle idle closed idle idle
2023-02-13 08:11:30 idle turned on idle idle idle closed idle idle
2023-02-13 08:11:40 idle turned on idle idle idle open idle idle
2023-02-13 08:11:50 idle turned on idle idle idle open idle idle

• Bathroom is a specialized area where the avatar can
perform hygiene activities (e.g., bathing).

• Cafe Area is a communal space where the avatar works
to provide food service and interact with customers.

In addition to ADL, we also intended to simulate people’s
appliance usage. Thus, we revised Simulacra to have eight
appliances deployed in the above-mentioned environment: 1⃝
shower, 2⃝ piano, 3⃝ kitchen sink, 4⃝ TV, 5⃝ furnace, 6⃝
refrigerator, 7⃝ bathroom sink, and 8⃝ coffee machine.

To realize the customization described above, we first re-
vised the environment map (mentioned in Section II), which
is represented as xy-based grids in CSV files, to specify
appliances and their locations. We also revised the collision
map (i.e., CSV files) to specify regions where the avatar
can move or stand to use distinct appliances. To facilitate
understanding, in Fig. 2, we use gray to mark regions that
are not walkable for the avatar. We use other colors to mark
walkable regions; different colors imply distinct region types,
such as green for cooking region and orange for TV-watching.

Furthermore, we modified the avatar’s memory (i.e., JSON
files), to initialize the memory of furniture/appliance deploy-
ment, and the persona. As shown in Fig. 3, in one of the JSON
files we customized to define personas, we used the predefined
key-value pair structure to specify a person’s name, age, innate
characteristics, routine, personal experience, lifestyle, and the
living area. Simulacra later incorporates such information into
the prompts it sends to ChatGPT, to make the LLM generate
textual descriptions of human movements accordingly.

Lastly, we revised a JSON-based configuration file to start
activity generation at 6 am on February 13, 2023, and stop at
12 am of the next day. This is because people typically sleep
during 12 am–6 am every day. By limiting the simulation time
period to the specified 18 hours, we could focus our simulation
effort on more meaningful activities that help characterize the
behavioral patterns of different people.

At the end of Phase I, Simulacra executes with our revision,
to derive and animate a sequence of movements. Each move-
ment is recorded with a JSON file, covering the avatar’s xy-
coordinate, movement description, and simulated timestamp.

B. Phase II: Dataset Extraction

From the movement data generated by Simulacra, we wrote
Python scripts to extract two kinds of datasets: humans’ ADL
and their appliance usage.

1) Extraction of Activities of Daily Living (ADL): Our
scripts enumerate all movement files, parse those files in the
temporal order of their generation, and store data in a CSV
file. As shown in Table I, the CSV file defines seven columns:
date, time, x-coordinate of the avatar’s location, y-coordinate,
room where the avatar is located, object/region (i.e., furniture
or appliance) where the avatar operates or stays, and activity
description. The dataset includes one movement generated
every 10 seconds in the simulated environment, such as getting
ready for work (having breakfast). Multiple consecutive entries
in the dataset can share the same activity, as the avatar may
take multiple actions or move around to fulfill one activity.

Five out of the seven columns were directly extracted from
the original movement data. Two of the columns, Room and
Object/Region, were newly created based on our analysis
of the raw data. Namely, we compared the avatar’s xy-
coordinates with predefined coordinate scopes of rooms and
objects/regions. If a coordinate falls into the scope of an
object/region, our scripts fills in the object/region information;
if a coordinate does not fall into any predefined scope, it means
that the avatar moves between labeled objects/regions and we
do not fill in any content for the Object/Region-column. We
did similar processing for the Room-column.

2) Extraction of Appliance Usage: We first defined allowed
states for the eight appliances mentioned in Section III-A. As
shown in Table II, each appliance has two possible states:
idle/in use, turned on/turned off, or open/closed, depending
on the appliance type. Next, we used these appliances as
keywords to parse ADL data, to identify (1) Object/Region
data matching any keywords, and (2) the corresponding times-
tamps. For those timestamps, we set the appliance states as
either in use, turned on, or open, depending on the appliance
type. For the other timestamps, we set the appliance states as
either idle, turned off, or closed. Table III shows an example
snippet of the dataset we generated in this way.



0

200

400

600

800

1000

1200

T ri al  1 T ri al  2 T ri al  3 Av erag e
0

200

400

600

800

1000

1200

T ri al  1 T ri al  2 T ri al  3 Av erag e Simulation

# of minutes

Simulation

# of minutes

(a) Activity summary of Isabella (b) Activity summary of Maria
Fig. 4: The comparison of ADL datasets separately simulated for Isabella and Maria

IV. EXPERIMENT

To assess the simulation results, we conducted an experi-
ment by generating movements for two personas: a 34-year-old
woman Isabella who is active and outgoing (see Fig. 3), and a
68-year-old woman Maria who is reserved, contemplative, and
gentle (see Fig. 5). We generated data for the period between
6:00 am on February 13, 2023 and 12:00 am on February 14,
2023. As there can be various differences between different
runs of simulation, we ran the simulation for each person three
times to observe (1) the differences between days of the same
person, and (2) differences between the two people.

A. The Generated ADL Datasets
There are over 50 distinct activities generated in each

simulation run, so it is almost impossible to visualize people’s
time-spending on each activity. To compactly present results,
we used the classification method mentioned in prior work [23]
to map all activities to six major categories:
C1: eating and drinking,
C2: household activities (e.g., food preparation and cleanup),
C3: leisure and sports (e.g., watching TV),
C4: personal care activities (e.g., sleep and hygiene),
C5: telephone calls, mail, and email,
C6: working and work-related.

We accumulated the time spent on each activity category
for each run, and visualized the results in Fig. 4. As shown
in the figure, Isabella’s time spent on activities are very
different among the three runs. Compared with Trial 2 and
Trial 3, Trial 1 allocates less time on working but more
time on the other kinds of activities. Trial 2 allocates the
least time on eating and drinking (i.e., 15 minutes), but more
time on household activities than the other trials. Albeit the
differences, the three runs present some commonality in time
allocation: they all allocate a lot of time on work-related
activities (i.e., C6); they all allocate less time on remaining
categories. They present similar sequential orders of different
activities. Namely, according to our simulation, after waking
up, Isabella typically completed her morning routine, prepared
and ate breakfast, prepared to open the cafe, worked in the cafe
for a long time, and enjoyedy her life after closing the cafe.

Maria spent a lot of time in resting (i.e., C3), in working
(i.e., C6), and on personal care activities (i.e., C4). Compared

TABLE IV: The average usage time of different appliances
Appliance Isabella’s Usage (minutes) Maria’s Usage (minutes)

Bathroom sink 9 30
Coffee machine 60 55
Furnace 545 209
Kitchen sink 85 48
Piano 2 26
Refrigerator 32 26
Shower 12 6
TV 687 667

with Isabella, Maria spent a lot more time on C3 but much
less time on C6. Such a comparison matches our persona
description that Isabella spends a lot of time working and
Maria spends much of her day resting.

Furthermore, we compared our simulated data against the
real-world data reported by Americans on their daily time
usage [23]. We need to exclude the comparison of C4, as
our simulation is imprecise by excluding the time period 0:00
am–6:00 am when most people sleep. The comparison of
other categories shows that our simulation matches the real-
world data partially. It successfully simulates the facts that
(1) average young women spend more time in C6, and (2)
average older women spend more time in C1 and C3. However,
we did not observe it to successfully simulate the comparison
for C2 and C5 between the two age groups. This may be
due to GPT’s lack of domain knowledge about the behavioral
patterns of people in different age groups, or due to the random
differences presented by our limited simulation runs.

B. The Generated Datasets of Appliance Usage

To compactly present the simulated appliance usage, we
accumulated the usage time of difference appliances in each
run, and averaged values across runs for each person. Here,
with appliance usage, we mean an appliance is turned on
(e.g., TV), opened (e.g., refrigerator), or gets used (e.g., sink).

As shown in Table IV, both Isabella and Maria used TV
for the longest time, probably because they keep the TV
on for customers to watch, and for their own entertainment
during the leisure time. Isabella spent more time on several
other appliances than Maria, such as coffee machine, furnace,
kitchen sink, and refrigerator. This may be because most of
these appliances were used for work-related activities. As
Isabella worked for a longer time, these appliances were used
more often. Interestingly, Maria spent more time on piano,



Fig. 5: A JSON snippet for Maria’s persona

probably because our persona description goes ”She ... spends
a significant part of her day in restful activities such as reading
or listening to music”. Finally, our simulated shower usage
matches Americans’ shower habits. 66% of Americans say
they typically spend 15 minutes or less in the shower, and
60% of Americans typically shower in the morning [24]. Our
simulated data includes shower usage in the morning, and the
average values of shower time are both less than 15 minutes.

C. Reproducibility and Variability of Simulation

To better understand the simulation results, we closely
examined similarities and differences between individual sim-
ulation runs for Isabella and Maria. Isabella’s routine demon-
strated high reproducibility, particularly in the timing and
sequence of breakfast preparation, cafe opening, and cafe
closing. Specifically, Isabella prepared and ate breakfast at
7:05 am–7:40 am in Trial 1, and at 7:35 am–8:00 am in
the other trials. Cafe was consistently opened at exactly 8:00
am across all three trials. Cafe closing varied slightly: Trial 1
closed the cafe earlier at 9:00 pm; Trials 2 and 3 closed the
cafe at 10:00 pm.

Maria’s simulation runs showed greater variability, aligning
with her persona’s relaxed lifestyle. She did not have breakfast
in any of our simulation runs, probably because senior people
typically eat less or have fewer meals [25]. Her working hours
varied significantly. In Trial 1, she worked at 10:30 am–1:00
pm. In Trial 2, she worked at 10:00 am–4:00 pm, with rests in
between. In Trial 3, she worked at 8:30 am–2:00 pm. Despite
these differences, certain activities like her morning wellness
routine (consistently involving tea and music) and knitting
sessions typically in the late afternoon (around 4:00–5:15 pm),
show similar timings. Maria’s working hours were consistently
much shorter compared to Isabella.

Although we observed some level of simulation repro-
ducibility across runs, we also noticed discrepancies between
our persona description and the generated activities. For in-
stance, although Isabella is described to work at 8 am–8 pm

every day, none of the runs have the Cafe operation time
exactly match that period. Although Maria’s persona describes
10 am–1 pm as the working hours, none of the runs exactly
matches that description. Maria’s lifestyle contains “She starts
her day with light stretches, takes her medication”. However,
we only observed medication intake in the morning of Trials
1 and 2, but did not observe her medication intake in Trial
3. Such discrepancies may imply LLM’s great capability of
introducing noise into daily routines, to better mimic people’s
real life (e.g., people may sometimes forget to take medicine).
However, they can also imply LLM’s limitation: failing to
accurately follow persona as described.

To better investigate both strengths and weaknesses of
LLMs, in the future, we will generate more simulation runs
for each persona and include more personas. We will conduct
statistical analysis to better characterize LLM capabilities.
For any limitation revealed by such analysis, we will further
conduct prompt engineering to refine LLM-based simulation.

V. RELATED WORK

The related work of our research includes LLM-generation
of human-like data, and generation of human activity datasets.

A. LLM-Based Generation of Human-Like Data

Researchers proposed LLM-based approaches to generate
and evaluate human-like data [22], [26]–[35]. Specifically,
some researchers formulated datasets of software-related ar-
tifacts, such as coding problems from LeetCode [36], techni-
cal discussions from StackOverflow [37], and code snippets
from GitHub [38]. They prompted ChatGPT to generate ei-
ther solutions to coding problems [33], answers to technical
questions [29], code revisions in response to maintenance
requests [29], or security tests to demonstrate impacts of
vulnerable code [28]. These works all compared ChatGPT’s
outputs against human data, to assess how well the LLM can
mimic human behaviors in software engineering (SE).

Some researchers explored how well LLMs simulate hu-
mans’ strategies of reasoning or decision-making [31], [32],
[34]. For instance, Hamilton [31] created a GPT-based multi-
agent system to simulate judicial rulings of the 2010-2016
Supreme Court of the United States. Sreedhar and Chilton [34]
measured LLMs’ ability to simulate strategic reasoning in the
ultimatum game—a classic economics bargaining experiment.
Hämäläinen et al. [32] used GPT-3 to generate questionnaire
responses about experiencing video games as art.

Some researchers adopted LLMs to simulate and analyze
social interactions between humans [26], [27], [35]. For in-
stance, Park et al. [27] introduced a LLM-powered social
simulacra. It takes as input the designer’s description of a
community’s design—goal, rules, and member personas; it
generates thousands of distinct community members and the
social interactions with each other like posts, replies, and
anti-social behaviors. Similarly, Callison-Burch et al. [26]
fine-tuned an LLM to play an open-ended, dialogue-based
adventure game “Dungeons & Dragons (D&D)”. Omirgaliyev
et al. [35] deployed LLM-powered Non-Person Characters



(NPCs) in a 2D game environment, to simulate a human-like
society by expanding their village and engaging in interactions.

Our work is based on Simulacra [22], which uses LLMs
to simulate day-to-day human experiences and social interac-
tions. However, different from all prior work, we focus on
the application of generative AI in the area of cyber-physical
systems (CPS) instead of other domains. With Simulacra
customization and data analytics, we explored how well gener-
ative AI simulates personalized datasets of ADL and appliance
usage. Our results are promising: the datasets match provided
personas, and partially match real-world activity patterns.

B. Generation of Human Activity Datasets

Researchers proposed various approaches to generate hu-
mans’ activities of daily living (ADL) [8]–[15], [39]–[41].

To create real-world datasets, Sigurdsson et al. [39] recruited
people to record short videos in their homes while they act
out casual everyday activities. Vaquette et al. [40] recorded
sequences of actions performed by 44 distinct people during
lunch time in a realistic kitchen; the recordings last for
24–64 minutes. Liu et al. [41] sampled recordings of 106
different people to cover short videos for 120 distinct action
classes (e.g., put on bag). However, these real-world datasets
only include video samples with short time lengths; they are
insufficient to characterize the daily life of any single person.

Model-based simulation generates activities based on user-
specified models [10]–[15]. For instance, to create a simulator,
Li et al. [14] first acquired real-world ADL by recruiting
seven people to manually record their daily activities within
three months. The authors then extracted activity attributes
and values from those records to define and use an activity
model. Puig et al. [13] first crowd-sourced programs for
activities that happen in people’s homes, via a scratch-like
visual programming language. Using the collected dataset,
they trained a model to generate programs from natural-
language descriptions or videos of people’s activities. Next,
the authors implemented the most common atomic actions in
the Unity3D game engine, and used the generated programs
to drive an artificial agent to execute tasks in a simulated
household environment. However, such approaches put heavy
burdens and high requirements on model creators.

Interactive approaches simulate virtual environments based
on interactions with humans [16]–[21]. For instance, Musharu
et al. [21] created a tool to provide a virtual space with
multiple inhabitants. Users can control avatars to perform four
types of activities: cooking, dressing, toileting, and sleeping.
Li et al. [20] created iGibson, a simulated environment that
supports the simulation of a more diverse set of household
tasks. It simulates object states (e.g., temperature), updates
object status based on simulated activities (e.g., cooked), and
provides virtual reality (VR) interface to immerse humans
in its scenes. However, such approaches require intensive
involvement of users for dataset generation.

Compared with interactive approaches, our investigation is
more similar to model-based approaches, as we need to cus-
tomize memory files to specify persona, such as a person’s age,

routine, and lifestyle. The personas described in such ways are
similar to activity models, although they do not need to detail
on all attribute/parameter settings. The work by Almashor et
al. [30] is closely relevant to ours. The researchers customized
Similacra by (1) replacing ChatGPT-3.5 with Mistra-7B, and
(2) deriving household energy consumption datasets from the
raw data generated by Similacra. Different from Almashor et
al., we simulated another two kinds of datasets: (1) humans’
ADL and (2) their appliance usage.

Different from all prior work mentioned above, our research
focuses on personalized simulation of ADL and appliance us-
age. No prior work explores such personalized data generation.

VI. CONCLUSION

Our research demonstrates great potentials of generative AI,
in creating comprehensive and contextually-rich personalized
datasets of ADL and appliance usage. The datasets will
facilitate future research in CPS, smart home automation, be-
havioral modeling, and home health monitoring. In the future,
we will improve simulation via LLM fine-tuning, Retrieval-
Augmented Generation (RAG), and multi-agent interactions.
We will also experiment with diverse map layouts, environ-
mental variations, and multiple personas to gain more insights.
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