Facilities, Equipment and Other Resources

Virginia Tech Advanced Research Computing [http://www.arc.vt.edu]
VT-CAVE: The VT-CAVE is a large-scale immersive virtual reality facility driven by open-source software on a Linux cluster. The VT-CAVE consists of three back-projected 10’ x 10’ walls and one floor where 1280x1024 active stereo images are rendered. The CAVE system provides a unique capability for surround, presence, and embodied (natural) interaction. Head and interface tracking is accomplished with a high-accuracy, low-latency ultrasound Intersense IS-900 VET tracking system. In addition, a MOOG motion platform embedded into the floor of the CAVE provides a 6-degree-of-freedom hydraulic floor frame that can be synchronized with the CAVE graphics system.

VT Stereo Walls: VT Research Computing administers a number of large format, non-surround stereo visualization venues in Torgersen Hall and Andrews Information Systems building. Both are bright DLP projectors projecting 1440 x 1050 pixels at 6’ x 8’ large. In the Torgersen lab there is the Fakespace ROVR system, which is back-projected, has active stereo and head & input tracking via an Intersense IS-900. In Andrews, the CyViz Vis3D passive stereo projection system is front-projected in a conference room. In both Andrews and Torgersen vis labs are open Mac as well as dual-boot Windows and Linux workstations; Scientific Visualization and Virtual Realty software is installed across all machines.
VT System X: Virginia Tech’s System X (“System Ten”), was initially ranked 3rd on the 22nd TOP500 List released November 16, 2003. Virginia Tech, teaming with Apple Computer, Cisco, Liebert, and Mellanox Technologies, has introduced a new solution for creating supercomputing clusters. The university designed a large 64-bit InfiniBand cluster using existing, off-the-shelf industry components. There are 1100 nodes, each with dual 2.3GHz G5 processors. This facility is used for parallel, scalable computational science problems, as well as for High-Performance Computing research. 
VT Campus Information Technology: The Computing Center provides information processing services for the campus, as well as administering computer labs for student use. The Computing Center houses servers - from PC to mainframe - for various tasks. These servers include systems by IBM, DEC, Sun, and SGI. Also available for research use are varied systems including:  

· SGI shared memory systems such as:

· a 20 x 1.3 GHz cluster with 32 GB of memory (inferno),

· a 128 x 1.6 GH z cluster with 320 GB memory (inferno2), and 

· a 64 x 1.5 GHz cluster with 64 GB memory (cauldron). 

· A Sun Enterprise 6500 with 17 processors as well as a Sun Fire v480 and v490

· IBM has also donated a substantial amount of hardware for research use at Virginia Tech, including a Digital Linear Tape based hierarchical storage facility. 

Virginia Tech boasts a rich network infrastructure. The campus backbone serves over 15,000 desktops in campus building LANs. Virginia Tech plays a key role in Network Virginia (http://www.networkvirginia.net/), a mature statewide network. This provides high-bandwidth connectivity to Virginia Tech’s geographically scattered campus. It is able to support multimedia-intense activities such as video teleconferencing. 

Virginia Tech also manages the Virginia gigaPOP providing access for Research 1 institutions throughout the mid-Atlantic region to next generation networks including Internet2’s Project Abilene Network, the Department of Energy’s ESnet, and the National Science Foundation’s vBNS network. Campus network users all have access to these resources currently. Virginia Tech is a charter member of the Internet2 (http://www.internet2.edu) initiative and provided leadership in the MidAtlantic Crossroads (MAX) initiative (see http://www.networkvirginia.net/MAX). Current focus is on the National Lambda-Rail (NLR, http://www.nationallambdarail.org/). 

Virginia Tech is also an active participant in wireless networking technologies. Its Center for Wireless Telecommunications (http://www.cwt.vt.edu) obtained licenses to operate in the 1150 MHz wireless spectrum in the Greater Roanoke, Danville, Martinsville and Kingsport-Johnson City market areas, as part of the FCC’s first Local Multipoint Distribution Service (LMDS) auction. This allows Virginia Tech to forge ahead in its LMDS research efforts (http://www.cwt.vt.edu/lmdf/).
Department of Computer Science [http://www.cs.vt.edu]
In addition to the Laboratories already described, Virginia Tech’s Department of Computer Science (the largest CS program, in terms of majors, in Virginia) is well equipped to support research in the areas described in the proposal. In addition to office space for faculty, students, and visitors (located on the same floor as the CHCI facilities), it hosts two general computer labs.

Center for Human-Computer Interaction [http://www.hci.vt.edu/]
The rapid growth of HCI research at Virginia Tech (stimulated by an earlier NSF RI award) has necessitated the recent move of the Center for Human-Computer Interaction (CHCI) to new and expanded facilities in the Corporate Research Center. This building houses the Center in a new complex of almost 16,000 square feet. Included in the CHCI complex, in addition to student and faculty space, are: 

· Ten 145 square foot project rooms, some with two-way observation windows 

· a 280 square foot general HCI laboratory 

· a 2,330 square foot shared laboratory space incorporating:

· the Aware Laboratory (directed by co-PI Quek) containing extensive instrumentation for meeting participant tracking and gesture, voice and video analysis

· the Gigapixel Display Laboratory (directed by co-PI North) containing several large, high-resolution displays

· the Virtual and Augmented Reality Laboratory (directed by co-PIs Gracanin and Gabbard) containing immersive displays and tracking systems

· the 3D Interaction Laboratory (directed by PI Bowman) containing a wide variety of 3D and advanced input devices, as well as virtual environment display technology

· extensive conference and meeting facilities 

The CHCI core laboratories are co-located so that equipment from any laboratory is readily available for use in another laboratory. The new space brings together facilities that previously could not be spatially co-located due to the rapid expansion of HCI research at Virginia Tech. 

Aware Laboratory: The Aware Laboratory provides space and infrastructure for research in human multimodal interaction, computer vision, and multimedia data access. The space features a 1,100 sq ft aware meeting room. A suite of 10 genlocked and pair-wise calibrated cameras (recording into digital disks) and a Vicon near-infrared motion capture system featuring 8 high-speed, high-resolution cameras capture the visual behavior of meeting participants. A set of eight close-talking Countryman microphones with wireless transmitter/receivers and a pair of desktop microphones capture synchronized audio into a digital audio recorder. All video, motion-capture, and audio devices are genlocked to a single black-burst generator. A suite of Macintosh G5 computers provide the computation and video handling.
Gigapixel Display Laboratory: The Gigapixel Display Laboratory provides infrastructure for research using large-scale, high-resolution, and reconfigurable displays. Currently two display technologies are being utilized: tiled LCD panels and stackable rear-projection blocks. The largest tiled LCD display features fifty 20-inch touch-sensitive panels with thin bezels, each capable of displaying 1600x1200 pixels, for a total of about 100 million pixels. The panels are attached to columns, and each column can be moved or rotated, allowing the display to be reconfigured in various form factors (flat, curved, angled, etc.). A cluster of twenty-five PCs drive two displays each, with a head node coordinating rendering. The facility also includes various smaller tiled LCD prototypes, including several that are used routinely for individuals’ daily work. The rear-projected display is based on VisBlocks, a stackable modular system from Visbox, Inc. Each block has a rigid frame and screen and an LCD projector, and blocks can be moved and stacked in a variety of configurations, including vertical walls and horizontal tabletops. The main advantage to this technology is seamlessness; there are no bezels between adjacent blocks. The facility contains 18 VisBlocks, each capable of displaying 1280x720 pixels; these are driven by nine PCs.

Virtual and Augmented Reality Laboratory: The VR/AR laboratory provides space for students and faculty working on immersive virtual environments and augmented reality research. A key feature of the lab is the open tracked space allowing unencumbered use of head-mounted displays (HMDs). This 12x12-foot space is tracked with an Intersense IS-900 position tracking system. Other equipment in the lab includes Virtual Research and Sony HMDs, a Fakespace Immersive Workbench™ stereoscopic display, a Polhemus Fastrak position tracking system with three receivers, Fakespace pinch glove input devices, and a variety of graphics workstations.
3D Interaction Laboratory: The 3DI laboratory supports research in 3D user interfaces and interaction techniques, as well as immersive virtual environments. Position tracking is provided in this laboratory by an Intersense IS-900 VET system and a Polhemus Fastrak system. In addition to the tracked input devices provided by these systems, the laboratory also provides advanced input devices such as Pinch Gloves, 5DT data gloves, a chord keyboard, Measurand ShapeTape, 3D Connexion SpaceBall, and various handheld mice. Display systems include a Virtual Research V8 HMD, and a two-wall rear-projected VisWall system capable of displaying stereoscopic imagery at 2800x1050 pixels. These walls are also reconfigurable and expandable.

Computer and networking support: Project staff will have access to networked workstations and servers running Windows, Mac OSX, Linux, and Solaris. Both wired and wireless connectivity is available in the Center’s lab facilities. Infrastructure software includes database, file, proxy, and web server systems, as well as server software for custom collaboration tools developed by the Center. Custom and off-the-shelf tools for audio and video capture, processing and transcription support data collection activities. Analysis tools include custom session log processing software, as well as qualitative and quantitative data analysis packages. Development tools are also available for a variety of platforms and languages. 

Gigapixel Display 
=============================

The GigaPixel Display Laboratory is hosted by Virginia Tech's Department of Computer Science and the Center for Human-Computer Interaction (CHCI), and directed by Dr. Chris North.  This NSF-funded facility contains reconfigurable ultra-high resolution displays, totaling approximately 200 million pixels, one of the highest resolutions in the world.  In addition to resolution, a unique aspect of this facility is its diversity of technologies and reconfigurability. Display technologies include rear-projection blocks and LCD panels. Interactive devices include touch panels, 6 DoF trackers, laser trackers, RFID, and various handhelds. Reconfigurability enables the display blocks and panels to be rearranged into arbitrary form factors, with plug-n-play flexibility of input devices. The facility is supported by computational clusters, and software to support rapid reconfiguration. The facility is co-located with the CHCI’s AwareLab, providing VICON vision-based tracking for interactive input, and the 3Di Laboratory, providing immersive 3D displays. The GigaPixel Display Laboratory is located in the new Computer Science building at 2202 Kraft Drive.  (http://infovis.cs.vt.edu/gigapixel/ )

 
This facility provides an ideal research test-bed for exploring fundamental questions of the design of future human-computer interfaces. It also provides a resource for advanced visualization and analysis of very large data. The massive number of pixels enables analysts to efficiently visualize much larger quantities of data than on traditional desktop displays. A current project is designing and evaluating visualizations for intelligence data analysis for the National Geospatial-intelligence Agency.  Research results have shown significant user performance advantages of such large-scale visualizations over their small-scale counterparts.

 
The specific display shown is a 100-million pixel display composed of 50 tiled 20” LCD monitors. The display is approximately 16’x6’.  It is controlled by a networked cluster of 25 computers, with software that connects the 50 monitors as though they were a single large high-resolution display surface.

 
=============================== 
  
The large display facility described in this proposal is being funded through a National Science Foundation grant #CNS-04-2361; (PIs: North, Bowman, Harrison, Ehrich).  Virginia Tech was recently awarded an NSF infrastructure grant to construct a reconfigurable ultra-high resolution display facility. This facility will contain approximately 100-200 million pixels, one of the highest resolutions in the world.  In addition to resolution, a unique aspect of this facility is its diversity of technologies and reconfigurability. Display technologies include rear-projection blocks and LCD panels. Interactive devices include touch panels, 6 DoF trackers, laser trackers, RFID, and various handhelds. Reconfigurability enables the display blocks and panels to be rearranged into arbitrary form factors, with plug-n-play flexibility of input devices. The facility is supported by a computational cluster, and a software architecture to support rapid reconfiguration is in development. This facility will provide an ideal research test-bed for exploring fundamental questions of the design of future human-computer interfaces. This project has already resulted in 4 publications [North et al papers], several currently submitted papers, the acquisition of a major grant from ARDA and the National Geospatial-intelligence Agency to apply the display facility in GIS visualization, and several additional pending grant proposals to agencies including DHS and NIH.
