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ABSTRACT

System auditing is a vital technique for collecting system call events
as system provenance and investigating complex multi-step attacks
such as Advanced Persistent Threats. However, existing attack in-
vestigation methods struggle to uncover long attack sequences due
to the massive volume of system provenance data and their inab-
ility to focus on attack-relevant parts. In this paper, we present
Provexa, a defense system that enables human analysts to effect-
ively analyze large-scale system provenance to reveal multi-step at-
tack sequences. Provexa introduces an expressive domain-specific
language, ProvQL, that offers essential primitives for various types
of attack analyses (e.g., attack pattern search, attack dependency
tracking) with user-defined constraints, enabling analysts to fo-
cus on attack-relevant parts and iteratively sift through the large
provenance data. Moreover, Provexa provides an optimized execu-
tion engine for efficient language execution. Our extensive evalu-
ations on a wide range of attack scenarios demonstrate the practical
effectiveness of Provexa in facilitating timely attack investigation.
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1 INTRODUCTION

Despite significant increases in spending on operations security, the
frequency of modern targeted cyberattacks, such as Advanced Per-
sistent Threats (APTs), continues to rise. Unlike traditional threats,
these attacks are highly sophisticated, leveraging multiple vulner-
abilities to infiltrate the system and exfiltrate sensitive data through
a series of steps [50]. Consequently, many high-profile businesses
have suffered massive data breaches and losses [14, 16, 25].
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To counter these intrusive multi-step attacks, ubiquitous system
auditing has emerged as a vital approach for monitoring attack foot-
prints [12]. System auditing monitors system call events between
system entities as system audit logs. Unlike application-level mon-
itoring (e.g., Apache server logging), which only provides limited
knowledge about specific applications and generates logs in differ-
ent formats, system auditing is not tied to applications and gener-
ates audit logs with a consistent structure. The collected audit logs
further enable the construction of a system provenance graph [37],
in which nodes represent system entities (e.g., processes, files, net-
work sockets) and edges represent their system call events (e.g.,
a process writes to a file). A system provenance graph provides a
holistic view of all the activities in the system, which is particu-
larly useful for investigating cyber attacks and uncovering attack
steps [40, 45]. However, system auditing produces a huge amount
of daily logs (e.g., 0.5 GB ∼ 1 GB for one enterprise host [54]), res-
ulting in a giant provenance graph. Additionally, the complexity of
multi-step attacks poses significant challenges to existing system
provenance-based defenses, which struggle to effectively uncover
long attack sequences within such large provenance graphs.

Existing provenance-based attack investigation approaches often
leverage causal dependency tracking [33, 40, 41, 43–45, 47]. These
approaches model the control/data flow dependencies between
system entities in a system event, track the dependencies from a
Point-of-Interest (POI) event (e.g., an alert event like a process creat-
ing a suspicious file), and construct a dependency graph, which is a
subgraph of the whole system provenance graph. Security analysts
can inspect the dependency graph to reveal the attack sequence by
reconstructing the chain of events that lead to the POI event. How-
ever, due to the lack of fine-grained user control of the tracking
process, these approaches suffer from dependency explosion: the
generated dependency graph is gigantic (containing >100K edges)
and contains many system events that are irrelevant to the attack
(e.g., events that load irrelevant system libraries). The problem is
worse for multi-step attacks with long attack sequences, making
it hard for security analysts to sift through the graph and identify
the attack-relevant parts. Fig. 1 shows the dependency graph of a
multi-stage data leakage attack and illustrates this problem: a small
number of attack-relevant events are buried in an overwhelmingly
large number of irrelevant events.

Goal and challenges.We aim to design and build a new defense
system that (1) effectively filters out irrelevant system events and
reveals complex attack sequences, and (2) efficiently analyzes large-
scale system provenance data for a timely investigation. As reported
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by many leading security vendors [21, 22], human-in-the-loop
security emerges as a key paradigm for attack investigation. Hu-
mans bring unique strengths to cybersecurity, such as the ability to
interpret subtle patterns, understand context, and make nuanced
decisions that are difficult for automated systems alone. Such do-
main knowledge on expected system behaviors and malicious event
patterns is crucial for filtering out irrelevant events and reducing de-
pendency explosion as attacks become more sophisticated. Besides,
attack investigation is an iterative process that involves multiple
rounds of data exploration. An effective defense should provide a
flexible and expressive interface for human analysts to incorporate
the knowledge and customize the defenses for various attacks.

While several defenses have attempted to identify attack-relevant
events from system provenance graphs, they have notable limita-
tions. Multiple approaches seek to enhance dependency tracking
fidelity through algorithms based on heuristic rules [33, 36, 45]
that lead to information loss, or through binary instrumentation
and kernel customization [43, 47] that introduce intrusive system
changes. Several other works aim to detect malicious activities
through subgraph matching, employing non-learning-based [49]
and learning-based [26, 53] techniques. However, these approaches
are computationally expensive, requiring extensive offline model
training or incurring high runtime overhead over large proven-
ance graphs. Learning-based methods also face generalization chal-
lenges, as their models can quickly become outdated with evolving
system behaviors. Moreover, existing approaches overlook the im-
portance of human-in-the-loop investigation, lacking flexible and
efficient mechanisms to incorporate expert knowledge iteratively.
Most methods assume investigations can be completed in a single
round, providing limited support for step-by-step inquiries—an
essential process for thoroughly investigating complex attacks.

Contributions. In this work, we take an orthogonal approach to
existing solutions. We introduce Provexa (∼15K LOC), a system
that facilitates practical investigation of complex attacks through
efficient human-in-the-loop provenance analysis. Provexa lever-
ages system auditing frameworks and databases for provenance
collection and storage. Its core contribution lies in the design of a
powerful domain-specific language (DSL), called Provenance Query
Language (ProvQL), which enables iterative, human-in-the-loop
investigations over large-scale system provenance data. ProvQL
treats system entities and events as first-class citizens and offers
two primary query syntaxes for key investigative tasks: (1) attack
pattern search: searching for complex event patterns indicative of
malicious behaviors; (2) attack dependency tracking: tracking causal
dependencies between events to uncover attack sequences and
entry points. ProvQL provides rich constructs that allow users to
constrain the search and tracking space to focus on critical parts
while filtering out noise, mitigating dependency explosion.

ProvQL is expressive and intuitive to use. With its high-level,
declarative syntax, ProvQL abstracts away the low-level complex-
ities of data storage across different backends, enabling security
analysts to focus on core attack behaviors rather than low-level
details such as table joins. The two syntaxes offer complementary
attack investigation capabilities. Search queries help locate poten-
tial suspects (e.g., POI events) for tracking and identify malicious
events without dependencies. Tracking queries can uncover long

dependency chains that search queries cannot express. To further fa-
cilitate iterative investigations, ProvQL allows intermediate query
results to be bound to variables and reused in subsequent queries,
enabling analysts to refine their findings progressively.

Attack investigation is a time-critical mission to prevent further
damage [45]. To efficiently execute ProvQL queries over large sys-
tem provenance, Provexa employs a domain-aware query sched-
uler that decomposes the ProvQL query into small data queries and
schedules their execution based on their pruning power, semantic
dependencies, and domain characteristics. Provexa also features
an in-memory management technique that maintains intermediate
results bound to variables as in-memory graphs for subsequent
manipulations and querying. Queries executing in this mode are
much faster, facilitating iterative investigations.
Evaluation.We deployed Provexa on a testbed and extensively
evaluated its effectiveness in reducing dependency explosion, un-
covering attack sequences, and executing ProvQL queries effi-
ciently. Additionally, we assessed ProvQL’s usability and effective-
ness through a user study. To conduct a thorough evaluation, we
built a comprehensive benchmark by executing a wide range of at-
tack scenarios on our testbed and collecting millions of real system
events. We compared Provexa with multiple baselines, includ-
ing state-of-the-art provenance-based attack investigation meth-
ods (BackTracker [40], PrioTracker [45], DepImpact [33]), general-
purpose query languages (SQL [20], Cypher [19]), and a widely
used industry attack investigation solution (Splunk [9]).

The results show that: (1) Provexa can accurately uncover the
attack sequence in all scenarios while reducing dependency ex-
plosion, achieving 0.8766 F1-score and 58,991× graph reduction
rate. This significantly outperforms existing defenses; BackTracker,
PrioTracker, and DepImpact have only 0.2526, 0.2526, and 0.2604 F1-
score, and 9×, 42×, and 24× reduction rate, respectively. (2) Provexa
can efficiently execute ProvQL queries over massive provenance,
running much faster than SQL and Cypher queries. (3) ProvQL fea-
tures shorter query length with fewer constructs compared to SQL,
Cypher, and Splunk, making investigation logic easier to express
and maintain. (4) Our user study confirms ProvQL’s advantages
to streamline investigation workflows, reduce cognitive load, and
enhance user experience. These results demonstrate that Provexa’s
superiority in combating sophisticated attacks.

2 BACKGROUND

Causal dependency tracking. Causal dependency tracking infers
dependencies of system events and presents the dependencies as
a directed dependency graph. In the dependency graph 𝐺 (𝑉 , 𝐸), a
node 𝑣 ∈ 𝑉 denotes a system entity (e.g., process, file, or network
socket). An edge 𝑒 (𝑢, 𝑣) ∈ 𝐸 denotes a system event that involves
two entities 𝑢 and 𝑣 (e.g., process creation, file read or write, and
network access). Edge direction (from source node 𝑢 to sink node 𝑣)
indicates the information flow direction. For example, for a process
reading data from a file, the file is the source and the process is the
sink. For a process writing data to a file, the process is the source
and the file is the sink. Each edge 𝑒 (𝑢, 𝑣) is associated with a time
window, [𝑡𝑠 (𝑒), 𝑡𝑒 (𝑒)], where 𝑡𝑠 (𝑒) and 𝑡𝑒 (𝑒) denote the start/end
time of the event 𝑒 . We adopt the definition consistent with previous
studies [33, 40, 41, 43–45, 47] to infer edge directions for different
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Table I: Representative entity attributes collected

System Entity Attributes

File Name, Path, User, Group
Process PID, Executable Name, User, Group, Command Line Args
Network Socket SRC/DST IP, SRC/DST Port, Protocol

Table II: Representative event attributes collected

Type Operation Type (e.g., Read/Write/Execute/Start/End/Rename)
Time Start Time, End Time, Duration
Misc. Subject_ID, Object_ID, Data Amount

corresponding provenance graphs, and users can build upon results
from previous cells to progressively deepen their investigation.
Executed cells also serve as a record of the investigation process. A
demo video showing how users can leverage our UI to iteratively
investigate complex attacks is available at our project website [24].

Our threat model is similar to that of many previous works on
system auditing [33, 40, 41, 43–45, 47]. We assume the presence of
an attacker seeking to attack the system from outside: the attacker
may seek to access or modify unauthorized resources, exfiltrate
confidential data, or install and spread malware. Our trusted com-
puting base includes OS kernels, host agents, data storage, and
query execution engine. We assume that OS kernels and collected
audit logs are secure from compromise. We do not consider ma-
licious administrators who can disable the host agent or tamper
with system audit logs, or implicit information flows like covert and
timing channels which do not go through kernel-layer auditing.

4 SYSTEM AUDITING INFRASTRUCTURE

Data model and monitoring agents. System auditing collects
system-level events about system calls from the OS kernel. These
events describe the interactions among various system entities. As
shown in previous studies [36, 38, 40, 45, 47], on mainstream OSes,
system entities are primarily files, processes, and network sockets, and
system calls are mapped to three major types of system events: (1)
file access, (2) processes creation and destruction, and (3) network
access. Thus, in our data model, we primarily consider these system
entities. We consider a system event as the interaction between
two system entities represented as ⟨subject_entity, operation_type,
object_entity⟩. Subject entities are processes from software applic-
ations and objects can be files, processes, and network sockets. We
categorize system events into three types according to the types of
their object entities: file events, process events, and network events.

We develop monitoring agents using system auditing frame-
works for different OSes: Sysdig [11] for Linux, Procmon [23] for
Windows. Deployed on each host, our agent continuously monitors
system activities, collects system audit logs, and extracts attributes
critical for security analysis. Tables I and II show representative
entity and event attributes that our agent extracts. Following previ-
ous works [33, 36, 45], to uniquely identify entities, for a process
entity, we use the process executable name and PID as its identifier.
For a file entity, we use the absolute path as its identifier. For a
network socket entity, we use the 5-tuple (source/destination IP,
source/destination port, protocol) as its identifier.
Data storage. Provexa stores the parsed system entities and sys-
tem events in the databases so that the collected provenance data

can be persisted. The current implementation of Provexa supports
two types of data storage backends: relational database Postgr-
eSQL [8] and graph database Neo4j [5]. This enables Provexa to
leverage the services these mature infrastructures provide, such
as data management, indexing mechanism, querying, and data re-
covery. We perform data normalization to reduce redundancy and
improve maintainability. In PostgreSQL, Provexa stores system
entities and events across six separate tables, with attributes organ-
ized into columns (i.e., file, process, and network entity tables; file
event, process event, and network event tables). In Neo4j, Provexa
represents system entities as nodes and system events as edges (i.e.,
file, process, and network entity nodes; file event, process event, and
network event edges). Entities can be linked to events by matching
the Entity_ID attribute with the Subject/Object_ID attributes of
events. Indexes are created on key attributes (e.g., file name, process
executable name, source/destination IP) to speed up the search.

5 PROVQL LANGUAGE DESIGN

ProvQL integrates critical primitives for attack investigation, sup-
porting twomajor types of analysis: multi-step attack pattern search
and attack dependency tracking. Fig. 3 presents the grammar.

5.1 Multi-Step Attack Pattern Search

The search syntax (i.e., Rule ⟨𝑠𝑒𝑎𝑟𝑐ℎ_𝑠𝑡𝑚𝑡⟩ in Fig. 3) allows users
to specify multiple events with constraints on entity/event attrib-
utes or event relationships. This enables the search for multi-event
patterns that represent complex, multi-step attack behaviors.

Take Query ➊ in Section 7.2 as an example. First, we specify a
database (e.g., db(host1)) as the data source of the search. Next, we
define three system entities with constraints on their types and
attributes (e.g., e1{name="curl", type=process}). Then, we define two
system events using the three entities (e.g., e2[read]−>e1, where
the arrow indicates information flow direction) based on Rule
⟨𝑠𝑒𝑎𝑟𝑐ℎ_𝑟𝑒𝑙_𝑒𝑥𝑝𝑟 ⟩. Besides the structural relationship that two events
are connected by the same entity e1, we constrain their temporal
relationship: the two events occur within one second (e.g., &&[<1s]).
Together, these three entities and two events define a subgraph pat-
tern depicting the attack behavior: using curl to transfer a sensitive
tar file to an IP. The transfer is carried out by first reading data
from the file and then writing the data to the socket. After defining
the multi-event pattern, we bind the results to a variable (e.g., poi1),
indicating the results are retained in memory. This variable can
be used in subsequent queries (e.g., results of Query ➊ are used as
start entities for tracking in Query ➋) for further refinement. Users
can also visualize the results in our UI by displaying this variable.

5.2 Attack Dependency Tracking

The tracking syntax (i.e., Rule ⟨𝑡𝑟𝑎𝑐𝑘_𝑠𝑡𝑚𝑡⟩) provides constructs
for various types of fine-grained control of the causal dependency
tracking process, including: tracking direction (backward/forward),
POI, optional tracking depth, and entity and event constraints. This
enables security analysts to effectively mitigate the dependency
explosion during tracking by prioritizing attack-relevant parts.

Take Query ➋ in Section 7.2 as an example. A backward tracking
query is specified with a database (e.g., db(host1)) as the data source.
The tracking begins with the execution results of the previous query,
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where poi1 is the starting entity, which was defined in Query ➊ and
bound to its results. To constrain the process, Query ➋ excludes
entities with the name vscode (i.e., Rule ⟨𝑡𝑟𝑎𝑐𝑘_𝑓 𝑖𝑙𝑡𝑒𝑟 ⟩), which are
most likely benign. The execution results of Query ➋ produce a
backward dependency graph, which is stored in the variable g1 for
display in the UI and can be used in subsequent queries.

⟨start⟩ ::= (⟨search_stmt⟩ | ⟨track_stmt⟩ | ⟨graph_op_stmt⟩ | ⟨display_stmt⟩)*
⟨search_stmt⟩ ::= (⟨id⟩ ‘=’)? ‘search’ ‘from’ ⟨data_source⟩ ‘where’ ⟨search_node⟩

‘with’ ⟨search_rel_expr ⟩ ‘;’ ;
⟨search_node⟩ ::= ⟨id⟩ ‘{’ ⟨expr ⟩ ‘}’

| ⟨search_node⟩ ‘,’ ⟨search_node⟩
⟨data_source⟩ ::= ⟨id⟩
⟨search_rel_expr ⟩ ::= ⟨search_rel⟩

| ⟨search_rel⟩ ⟨search_rel_op⟩ ⟨search_rel⟩
⟨search_rel⟩ ::= ⟨id⟩ (‘[’ event_op ‘]’)? ‘->’ ⟨id⟩
⟨search_rel_op⟩ ::= ‘&&’ (‘[’ ⟨int⟩ (‘m’ | ‘s’ | ‘ms’) ‘]’)?

| ‘||’;
⟨expr ⟩ ::= ‘(’ ⟨expr ⟩ ‘)’

| ‘!’ ⟨expr ⟩
| ⟨expr ⟩ (‘&&’ | ‘||’) ⟨expr ⟩
| ⟨binary_expr ⟩

⟨binary_expr ⟩ ::= ⟨string_attribute⟩ ⟨eq_op⟩ (⟨string⟩ | ⟨entity_type_id⟩)
| ⟨numerical_attribute⟩ ⟨numerical_op⟩ ⟨int⟩

⟨string_attribute⟩ ::= ‘type’ | ‘name’ | ‘path’ | ‘dstip’ | ‘srcip’ | ‘exename’ |
‘exepath’ | ‘cmdline’ | ‘optype’

⟨numerical_attribute⟩ ::= ‘id’ | ‘srcid’ | ‘dstid’ | ‘starttime’ | ‘endtime’ |
‘amount’ | ‘pid’ | ‘srcport’ | ‘dstport’

⟨event_op⟩ ::= ‘read’ | ‘write’ | ‘execve’ | ‘readv’ | ‘writev’ | ‘rename’ | ‘fork’
| ‘clone’ | ‘recvfrom’ | ‘sendto’

⟨entity_type_id⟩ ::= ‘process’ | ‘file’ | ‘network’
⟨eq_op⟩ ::= ‘=’ | ‘!=’ | ‘like’
⟨numerical_op⟩ ::= ⟨eq_op⟩ | ‘>’ | ‘>=’ | ‘<’ | ‘<=’
⟨track_stmt⟩ ::= (⟨id⟩ ‘=’)? ⟨track_direction⟩ ‘track’ ⟨track_poi⟩ ‘from’

⟨data_source⟩ ⟨track_filter ⟩ ⟨track_limit⟩? ‘;’ ;
⟨track_direction⟩ ::= ‘back’ | ‘forward’
⟨track_poi⟩ ::= (⟨track_constraint_expr ⟩ | ⟨id⟩)
⟨track_filter ⟩ ::= (‘include’ ⟨type_track_filter ⟩)? (‘exclude’ ⟨type_track_filter ⟩)?
⟨type_track_filter ⟩ ::= (‘nodes’ ⟨track_constraint_expr ⟩)? (‘,’)? (‘edges’

⟨track_constraint_expr ⟩)?
⟨track_constraint_expr ⟩ ::= ‘where’ ⟨expr ⟩
⟨track_limit⟩ ::= ‘limit’ (‘step’ ⟨int⟩)? (‘,’)? (‘time’ ⟨int⟩ ‘s|min’)?
⟨graph_op_stmt⟩ ::= ⟨id⟩ ‘=’ ⟨graph_expr ⟩ ‘;’
⟨display_stmt⟩ ::= ‘display’ ⟨graph_expr ⟩ ‘;’
⟨graph_expr ⟩ ::= ⟨id⟩

| ‘(’ ⟨graph_expr ⟩ ‘)’
| ⟨graph_expr ⟩ ⟨graph_op⟩ ⟨graph_expr ⟩

⟨graph_op⟩ ::= ‘|’ | ‘&’ | ‘-’

Fig. 3: BNF grammar of ProvQL

5.3 Intermediate Results Binding

ProvQL queries return a subgraph of system events as results.
Search queries return a subgraph that matches the specified multi-
event pattern, while tracking queries return a subgraph alignedwith
the dependency tracking constraints. Designed to help security ana-
lysts iteratively refine their investigation results, ProvQL supports
binding query results to variables and retaining them in memory.
This enables analysts to efficiently access and modify intermediate
results through subsequent queries without reprocessing the en-
tire dataset. This approach significantly reduces query execution
time. For example, Query ➍ in Section 7.2 defines the variable g3

and binds it to the tracked subgraph. Query ➎ then uses g3 as the
data source for its search, i.e., search operates on the in-memory g3

rather than retrieving data from the database again.
To flexibly manipulate results, ProvQL supports different in-

memory graph operations through variables. In Query ➏, a union
operation (g1 | g3) merges the previously identified segments of the
attack sequence, with the resulting subgraph bound to g4. Opera-
tions such as graph intersection and difference are also supported.

6 PROVQL EXECUTION ENGINE

A straightforward but inefficient approach to executing a ProvQL
query is to translate the entire query into a single semantically equi-
valent SQL or Cypher query for execution. Search queries can be

translated into standard SQL or Cypher queries involving multiple
joins and constraints. For example, a single-step ProvQL query
that finds a curl process reading from a tar file can be translated into
a SELECT query joining the process, file, and process event tables,
with filters on process executable and file names. Tracking queries
are inherently recursive, as they traverse causality chains to find all
related past or future events. These can be translated into recursive
SQL queries using the WITH RECURSIVE clause, or Cypher queries
that match variable-length paths with filters.

However, this approach becomes inefficient when querying com-
plex attack patterns over large system provenance. General query
optimizers are not tailored to the system provenance domain. Multi-
step search queries will translate into large SQL or Cypher queries
with numerous joins and constraints, which could lead to unpredict-
able performance. Tracking queries face similar issues: recursive
SQL requires full table scans and joins, while Cypher exhaustively
matches all paths before filtering, as it lacks on-the-fly constrained
tracking [6]. As analyzed in Section 7.5, this single translation
strategy often results in inefficient query plans.

Domain-aware query scheduler. Rather than compiling an en-
tire ProvQL query into a single inefficient SQL or Cypher query
and relying on generic, domain-agnostic schedulers provided by
underlying databases, we design a custom scheduler tailored to our
domain. Our scheduler decomposes the query into smaller retrieval
steps, each translated into a small SQL/Cypher query. This decom-
position leverages domain-specific observations, such as common
patterns in system provenance data, to identify meaningful sub-
queries that are efficient to execute. The resulting small queries are
then executed in an order informed by the semantics and structure
of the provenance domain, taking into account estimated pruning
power and query dependencies to maximize overall efficiency.

For a multi-step search query, each event pattern (e.g., e2[read]−>

e1, e1[write]−>e3 in Query ➊, indicating a single step) is translated
into a small SQL or Cypher query. The SQL version joins two entity
tables and one event table with constraints in the WHERE clause;
the Cypher version matches two entity nodes and one event edge
with filters. To prioritize execution, the scheduler assigns each pat-
tern a pruning score based on its semantics–a higher score indicates
greater potential to reduce the search space. In our implementation,
we use a coarse heuristic: patterns with more constraints receive
higher scores. Additionally, inspired by prior observations that file
events are more frequent than process or network events [54], we
assign lower scores to file event patterns. This approach is quick to
compute and proves effective in practice, as shown in Section 7.4.

When scheduling execution, the scheduler prioritizes event pat-
terns with higher pruning scores and enforces an order based on
dependencies. For instance, if two event patterns are connected
through the same entity, the scheduler executes the higher-scoring
data query first and incorporates the returned event IDs as ad-
ditional WHERE clause constraints in the other data query. This
significantly reduces the search space of the second query.

For a tracking query, the scheduler maintains a queue during
recursive causality tracking. For each event dequeued, it com-
piles its causal dependency conditions–such as information flow,
timestamps, and constraints–into small, non-recursive SQL or Cypher
queries with appropriate WHERE filters. These small queries are
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executed to retrieve all dependent events and recursively update the
queue. A key advantage of this approach is that it enables efficient
on-the-fly constrained tracking, avoiding the overhead of retrieving
all dependencies upfront and filtering afterward.

Note that Provexa’s scheduler does not replace existing database
schedulers and optimizations but acts as an additional optimiza-
tion layer for the system provenance domain. Each intermediate
data query is executed on the databases. Due to their small sizes,
their execution is typically fast, and can benefit from the indexing
and database optimizations. Importantly, our query decomposi-
tion strategy leverages domain knowledge of system provenance
to guide the breakdown of queries into semantically meaningful
investigative steps rather than applying arbitrary splitting. This
design aligns with how real-world investigations unfold: each step
typically examines a localized portion of the graph (e.g., immedi-
ate predecessors or successors), making global query evaluation
unnecessary. As shown in our detailed analysis of query cost in Sec-
tion 7.5, executing the query in small, targeted steps avoids bloated
recursive unions, reduces join and memory overhead, and enables
early pruning. This step-wise traversal mirrors the investigative
workflow, supports effective index reuse, and yields advantages in
both performance and semantic alignment. Our extensive evalu-
ations in Section 7.4 demonstrate that our scheduler layer consist-
ently improves query performance in different database settings.
In-memory management. Provexa allows users to bind the exe-
cution results of a ProvQL query to a variable, which can then be
used as the data source for subsequent queries, avoiding the need
to repeatedly fetch data from the database. This in-memory man-
agement technique keeps the resulting graph in memory, enabling
faster access when the variable is reused. Security analysts can util-
ize this feature to refine a previously executed query by applying
additional constraints, and changes will be applied to the main-
tained in-memory graph, pruning unnecessary events efficiently.

7 EVALUATION

We built Provexa (∼15K lines of code) upon several tools: Sys-
dig [11] for Linux system auditing, Procmon [23] for Windows
system auditing, PostgreSQL [8] and Neo4j [5] for data storage,
ANTLR 4 [1] for the DSL, React for the UI, and Java for the system.

We conduct extensive evaluations to address key research ques-
tions regarding the effectiveness in uncovering attack sequences,
query performance, cost, and conciseness, and the usability of our
language tool in facilitating iterative attack investigations.
(RQ1) How effective is Provexa in reducing dependency explo-

sion and uncovering attack sequences in diverse scenarios?
(RQ2) How efficient is Provexa’s scheduler in executing ProvQL

queries over large system provenance data?
(RQ3) How does Provexa’s scheduler optimize query cost?
(RQ4) How concise are ProvQL queries?
(RQ5) Howdoes ProvQL’s usability compare to general languages?

7.1 Evaluation Setup

We deployed Provexa on a server equipped with an AMD EPYC
7313 (3.00GHz) CPU and 1TB of RAM, running 64-bit Ubuntu 20.04.
We deployed monitoring agents on nine hosts (eight Linux and

one Windows machines), which, together with the server, form a
controlled local network. All machines are connected through a
high-speed Ethernet switch, simulating a typical enterprise network
topology with the server acting as a centralized log aggregation
and analysis node. Attacks were carried out on these hosts, and the
agents collected system events that were transmitted to the server.

We constructed a benchmark of 30 attack cases covering diverse
strategies and complexity levels, including 23 executed in our own
network and 7 drawn from widely used system audit logs datasets.
During the attacks, hosts continued to support benign user activities
(e.g., file editing, software development), ensuring that realistic
background noise was captured alongside malicious activities.
• Multi-step attacks (8 cases, “multistep_”): We carried out these

attacks across multiple Linux hosts. Each attack begins with an
initial penetration from an external host, followed by malware in-
fection, lateral movement across hosts, and data exfiltration. The
attacks exploit different vulnerabilities (e.g., Netcat backdoors,
Shellshock, and EternalBlue) based on known CVEs [2].

• Malicious exploits (10 cases, “malicious_”):We carried out these
attacks on a Linux host based on widely used exploits reported
in previous studies [36, 45].

• Malware samples (5 cases, “malware_”): We selected five mal-
ware samples from VirusSign and executed them on our Win-
dows host to infect the system or create a backdoor.

• DARPA TC cases (3 cases, “tc_”): We selected three APT attack
cases from the DARPA TC Engagement 5 data release [18]. These
attacks, conducted by a red team in a controlled environment,
span multiple hosts and consist of multiple stages. Each case
involves three hosts, with system audit logs collected during the
engagement to capture both benign and malicious activities.

• ATLASv2 cases (4 cases, “atlasv2_”): We selected four cases from
the recent ATLASv2 Attack Engagement dataset [51], which
provides realistic system logs with high-quality background be-
nign noise. Two hosts were involved. Our cases comprisemultiple
steps and exploit various vulnerabilities in widely used software
(e.g., Adobe Flash Player and Microsoft Word).
Table III lists all 30 cases. The collected logs contain 1,548,202

system entities and 58,388,158 events. Our evaluations span 20
hosts in total: 9 from our own setup, 9 from DARPA TC, and 2 from
ATLASv2. Detailed case descriptions are available at [24].

7.2 Case Study: APT Attack Investigation

We demonstrate how ProvQL is used to investigate the data leakage
case (i.e., multistep_data_leakage in Table III) described in Section 2.
To avoid bias, we assume no prior knowledge of the attack: an
author, uninvolved in constructing the attack, independently used
ProvQL to iteratively uncover the attack sequence.

• Query ➊: We search for a malicious pattern on Host 1, where
a sensitive tar file is transferred to an unknown IP. The res-
ults confirm the presence of this pattern and identify the file as
sensitive_data. tar , confirming data exfiltration. We bound these
events to an in-memory variable poi1 for further analysis.
1 poi1 = search from db ( host1 ) where e1 {name=" c u r l " ,

type=process } , e2 {name=" * . t a r " , type= f i l e } , e3 {
type=network } w i th e2 [ read ]−>e1 &&[<1s ] e1 [ w r i t e
]−>e3 ;

2 d i sp lay poi1 ;
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Table III: 30 attack cases in our evaluation benchmark

Case ID Case Name OS

multistep_cmd_injection Command-line injection Linux
multistep_data_leakage Data leakage after penetration Linux
multistep_netcat_backdor Leaving a netcat backdoor after penetration Windows
multistep_password_crack Password crack after penetration Linux
multistep_penetration Shellshock penetration Linux
multistep_phishing_email Phishing email Windows
multistep_supply_chain Supply chain attack Linux
multistep_wannacry WannaCry attack Windows
malicious_wget Using wget to download and execute script Linux
malicious_illegal_store Storing in another user’s home directory Linux
malicious_hide_file Downloading and hiding malicious file Linux
malicious_backdoor_dl Downloading backdoor malware with noise Linux
malicious_server_usr Server user performing malicious actions Linux
malicious_ssh_theft Adding public key to another user’s profile Linux
malicious_gcc_crash Using gcc to compile and run code that crashes the

system.
Linux

malicious_scan_login Nmap scan and login for ssh Linux
malicious_pwd_reuse Password decode with John the Ripper password

cracker
Linux

malicious_student Student changing midterm score on server Linux
malware_autorun Trojan.Autorun Windows
malware_danger Trojan.Danger Windows
malware_hijack Virus.Hijack Windows
malware_infector Virus.Infector Windows
malware_sysbot Virus.Sysbot Windows
tc_fivedirections_1 05092019 1326 - FiveDirections 2 - Firefox Drakon

APT Elevate Copykatz Sysinfo
Linux

tc_fivedirections_2 05172019 1226 - FiveDirections 3 - Firefox DNS
Drakon APT FileFilter-Elevate

Linux

tc_theia 05152019 1448 - THEIA 1 - Firefox Drakon APT
BinFmt-Elevate Inject

Linux

atlasv2_s1 Adobe Flash Exploit - CVE-2015-5122 Windows
atlasv2_s2 Adobe Flash Exploit - CVE-2015-3105 Windows
atlasv2_s3 Microsoft Word Exploit - CVE-2017-11882 Windows
atlasv2_s4 Microsoft Word Exploit - CVE-2017-0199 Windows

• Query ➋: We investigate the origin of the sensitive_data. tar file
by tracing the dependencies of poi1 on Host 1, excluding benign
entities to narrow the scope. This backward dependency graph
reveals that an scp process created this file after reading data
from an IP associated with Host 2. This confirms that the attacker
used scp on Host 1 to transfer the sensitive file from Host 2.
1 g1 = back t r a c k poi1 from db ( host1 ) exclude nodes

where name l i k e " vscode " ; d i sp lay g1 ;

• Query ➌: We further investigate how sensitive_data. tar was cre-
ated on Host 2 by issuing a backward tracing query. The results
show that a tar process read the password files /etc/passwd and
/etc/shadow, then wrote the data to sensitive_data. tar , confirming
the sensitive data collection step of the attack.
1 g2 = back t r a c k " sens i t i ve_da ta . t a r " from db ( host2 )
2 exclude nodes where name l i k e " vscode " ;
3 d i sp lay g2 ;

• Query ➍:Wewant to further identify the attack’s entry point on
Host 1 by tracing the backward dependencies of the malicious
curl process, while filtering out non-critical processes such as
ping. The backward dependency graph is bound to g3.
1 g3 = back t r a c k where exename l i k e " c u r l " from db (

host1 ) inc lude nodes where not path l i k e " ping " ;
2 d i sp lay g3 ;

• Query ➎: Since the attacker is likely operating from a remote
server using the same IP (i.e., 20.69.152.188, as revealed in Query
➊), we search for this IP in g3 (in-memory). This reveals a lighttpd

process, which we bind to poi2. The results suggest that the
attacker exploited a vulnerability in the lighttpd web server to
initially compromise Host 1 from the attacker’s host 20.69.152.188.
1 poi2 = search from g3 where e1 { s r c i p = " 20.69.152.188 "

} , e2 { type=process } w i th e1 [ read ]−>e2 ;
2 d i sp lay poi2 ;

• Query ➏: With the entry points identified, we reconstruct the
full attack sequence on Host 1. We merge g1 and g3 via a union
operation, storing the result in g4. Forward dependencies from

Table IV: Effectiveness in uncovering attack sequences

Approach F1 Score Miss Ratio (MR) Noise Ratio (NR)

BackTracker 0.2526 0.1855 0.7731
PrioTracker 0.2526 0.1855 0.7731
DepImpact 0.2604 0.3999 0.6578
Provexa 0.8766 0.0525 0.1658

the entry point poi2 are then traced within g4 and saved as g5.
Intersecting forward and backward traces helps significantly
reduce the backward dependency graph.

1 g4 = g1 | g3 ;
2 g5 = forward t r a c k poi2 from g4 exclude nodes where

name l i k e " cat " ; d i sp lay g5 ;

The dark black paths in Fig. 1 show the results of Query ➏,
highlighting the critical attack steps with significantly reduced
graph size. This demonstrates the effectiveness of our ProvQL in
supporting iterative investigation of complex, multi-step attacks.
Following a similar procedure, we construct ProvQL queries for
each attack case and use them in evaluations.

7.3 RQ1: Attack Investigation Effectiveness

We evaluate Provexa’s effectiveness in mitigating dependency ex-
plosion and uncovering attack sequences, by comparing it with
one seminal method (BackTracker [40]) and two state-of-the-art
techniques (Priotracker [45] and DepImpact [33]). BackTracker
reconstructs event sequences leading to POIs by tracing depend-
encies, but suffers from explosion. PrioTracker improves this by
prioritizing abnormal dependencies based on event rareness within
a time limit. DepImpact assigns weights to edges using features like
data flow and temporal relevance, propagates impact scores from
POIs to entry nodes, and identifies critical paths by intersecting
forward traces from top-ranked entry nodes with backward traces.
We followed the original parameter settings in these papers and
validated our reimplementations with the respective authors.
Mitigating dependency explosion. As in PrioTracker and De-
pImpact, we compute the Graph Reduction Rate (GRR), defined
as the ratio of edges in the original provenance graph to those in the
graph produced by the investigation. Provexa achieves the highest
𝐺𝑅𝑅 of 58, 990.7×, significantly outperforming BackTracker (9.4×),
PrioTracker (41.6×) and DepImpact (24.3×). Moreover, the graphs
generated by Provexa are closest in size to the attack ground truth.
BackTracker produces much larger graphs due to its lack of control.
PrioTracker performs better than BackTracker in large TC cases due
to its prioritization of events. For small cases, the graph generated
by PrioTracker is the same as BackTracker, as the tracking can be
finished within the time limit. However, it is hard to select a proper
time limit across scenarios. Similarly, DepImpact offers limited user
control. Its performance heavily depends on the choice of entry
nodes: too few may miss critical paths, while too many introduce
noise. This lack of flexibility limits DepImpact’s effectiveness.
Uncovering attack sequences. We use metrics adopted from
prior work [33, 45]: miss rate (MR), noise ratio (NR), and F1-
score. Miss rate, defined as𝑀𝑅 = 𝐹𝑁 /𝐸𝑐 , measures the proportion
of attack-relevant events that are not identified. Noise ratio, defined
as 𝑁𝑅 = 𝐹𝑃/𝐸𝑡𝑜𝑡𝑎𝑙 , measures the proportion of irrelevant events
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included. F1-score is computed as 𝐹1 = 𝑇𝑃
(𝑇𝑃+0.5×(𝐹𝑃+𝐹𝑁 ) ) . 𝑇𝑃 is

true positives. 𝐹𝑃 is false positives. 𝐹𝑁 is false negatives. 𝐸𝑐 is the
attack-relevant event count. 𝐸𝑡𝑜𝑡𝑎𝑙 is the total event count.

Table IV presents the aggregated results. Provexa significantly
outperforms existing approaches, achieving higher 𝐹1 and lower
𝑀𝑅 and 𝑁𝑅, indicating its effectiveness in accurately revealing
attack sequences while filtering out irrelevant events. BackTracker
suffers from high 𝑁𝑅 due to dependency explosion, producing
large graphs (averaging 2,022 nodes and 230,253 edges). It also has
a higher𝑀𝑅 because it excludes events occurring after the POI in
its backward analysis. PrioTracker shows higher𝑀𝑅 and 𝑁𝑅 than
Provexa. While it generates smaller graphs than BackTracker in
large TC cases (4.42× fewer edges), the results are still noisy (𝑁𝑅

near 1). In smaller cases, it produces identical graphs to BackTracker.
Provexa also outperforms DepImpact on both𝑀𝑅 and 𝑁𝑅, benefit-
ing from ProvQL’s customizable queries. DepImpact’s performance
is sensitive to the choice of entry nodes, which is difficult to op-
timize across cases. For instance, in multistep_penetration, it misses
many initial access attempts, resulting in a high 𝑀𝑅 (0.93). While
Provexa’s performance is also influenced by parameter choices,
its human-in-the-loop refinement through a DSL enables adaptive,
case-specific tuning that reduces noise and improves accuracy.

7.4 RQ2: Query Execution Efficiency

We evaluate the execution time of Provexa through two comple-
mentary analyses. First, we perform an ablation study to quantify
the performance gains from Provexa’s in-memory management.
Second, we compare query execution times under different database
optimization settings to understand the performance gains from
Provexa’s domain-aware scheduler.

For each ProvQL query, we construct semantically equivalent
SQL and Cypher queries. As detailed in Section 6, for search queries,
we use SQL CROSS JOIN and Cypher MATCH to specify identical sub-
graph patterns. For tracking queries, we use SQL WITH RECURSIVE

and Cypher’s variable-length path matching with filters.

7.4.1 Impact of In-Memory Management. We evaluate Provexa’s
runtime performance with and without in-memory management
using a benchmark inspired by DepImpact. Each attack case consists
of a backward query from POI alerts, a search for key entry nodes,
a forward query from those nodes, and an intersection of forward
and backward traces to reduce the graph size. We compare four
settings: provexa-in, provexa-db, sql, and cypher. provexa-in loads
data from the database for the initial backward query and executes
subsequent queries in memory. To ensure a fair comparison, we
store intermediate results in temporary databases. provexa-db loads
data from the original and temporary databases for each query. SQL
and Cypher do not support in-memory execution on prior results,
so we run semantically equivalent SQL and Cypher queries on the
original and temporary databases (i.e., the same data as provexa-db).

We report the total runtime across all queries: provexa-in sig-
nificantly outperforms provexa-db, sql, and cypher, with 37×, 41×,
68× speedups, respectively. This highlights the performance gains
of Provexa’s in-memory management.

Table V: PostgreSQL optimization configurations

Setting Categories Representative Parameters

Default None No changes

Light Planner, memory random_page_cost = 1.1
work_mem = 128MB
effective_cache_size = 12GB
default_statistics_target = 200

Moderate + parallelism and collapse Light settings, plus:
join_collapse_limit = 12
from_collapse_limit = 12
parallel_setup_cost = 100
parallel_tuple_cost = 0.01

Advanced + I/O, JIT Moderate settings, plus:
shared_buffers = 4GB
temp_buffers = 64MB
jit = on
autovacuum_vacuum_scale_factor = 0.1

Final Planner, memory, collapse random_page_cost = 1.1
work_mem = 64MB
effective_cache_size = 8GB
join_collapse_limit = 8

7.4.2 Impact of Database Optimizations. PostgreSQL’s default con-
figuration is conservative, prioritizing stability and broad compat-
ibility across low-resource environments. While not optimized for
performance, we include this Default setup as a baseline to measure
tuning benefits. In contrast, ProvQL’s tracking and search queries
are memory-intensive and involve complex joins. To assess how
tuning alone can affect performance, we tested three additional
configurations–Light, Moderate, Advanced–as shown in Table V.
These incrementally adjust memory parameters, planner cost set-
tings, join-collapsing thresholds, parallelism, and I/O behaviors.

We evaluated these configurations with our benchmark queries.
The results show that while each tuning level offered incremental
gains over the baseline, improvements were modest and incon-
sistent across workloads. This variability reflects the structural
diversity of our benchmark queries. No single configuration con-
sistently dominated. Therefore, we combined parameters to derive
a configuration that achieved the lowest average query cost and
execution time across all queries, denoted as the Final configuration.
Detailed results for all tuning levels are available at [24].

7.4.3 Impact of Domain-Aware Scheduler. We evaluate the execu-
tion time gains from Provexa’s scheduler layer across four config-
urations: vanilla, optimized, vanilla-provexa, and optimized-provexa.
vanilla and optimized correspond to the Default and Final data-
base configurations described in Section 7.4.2. vanilla reflects the
out-of-the-box setup commonly seen in many deployments, while
optimized represents a best-effort tuning. vanilla-provexa layers
Provexa’s domain-aware scheduler on top of the default engine,
and optimized-provexa combines the scheduler with the tuned en-
gine. We followed a similar tuning approach to Neo4j. ProvQL
queries are executed in the vanilla-provexa and optimized-provexa
setups, whereas semantically equivalent SQL and Cypher queries
are used for vanilla and optimized. Each query is executed 10 times
per configuration, with caches cleared and the databases restarted
between runs to ensure fairness and eliminate residual effects.

Table VI shows the results. Provexa’s scheduler consistently im-
proves performance across all database configurations (comparing
vanilla-provexa to vanilla, and optimized-provexa to optimized). For
tracking queries, optimized PostgreSQL outperforms the vanilla
setup, while Neo4j’s tuning yields mixed results (improving in some
cases, degrading in others). This highlights the inherent difficulty
of crafting tuning strategies that generalize across all attack cases.
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Table VI: Execution time (in milliseconds) for PostgreSQL and Neo4j with various optimization settings, both with and without

Provexa’s scheduler. Each query is executed for 10 rounds. The time-out threshold is 30 minutes. We exclude DARPA TC and

ATLASv2 cases (marked with "-") from the Neo4j database evaluation due to their time-out in data loading. V - Vanilla DB, O -

Optimized version of DB, VR - Vanilla with Provexa’s scheduler, OR - Optimized version of DB with Provexa’s scheduler.

Tracking Search

PostgreSQL Neo4j PostgreSQL Neo4jCase

V O VR OR V O VR OR V O VR OR V O VR OR
multistep_cmd_injection 176 236 2 2 2,879 2,538 852 769 46 50 52 56 671 576 579 569
multistep_data_leakage 684 631 6 3 18,781 18,104 2093 1733 323 265 301 286 802 701 795 694
multistep_netcat_backdor 524 570 5 5 28,513 28,247 3,323 2,898 17 17 18 18 473 400 448 414
multistep_password_crack 232 312 5 4 4,649 4,542 1,636 1,374 86 80 97 94 711 651 671 647
multistep_penetration 1,011 922 2 1 2,054 1,672 689 674 488 429 531 447 720 643 765 665
multistep_phishing_email 6,394 5,750 10 10 Time-out Time-out 3,558 3,101 1,996 1,693 68 68 Time-out Time-out 559 467
multistep_supply_chain 22 112 1 1 2,737 2,430 500 487 10 9 9 10 463 434 487 433
multistep_wannacry 318 416 1 2 1,248,315 1,301,313 2,194 1,904 159 161 157 166 506 457 631 450
malicious_wget 495 513 2 1 5,494 5,190 775 609 27,490 21,565 173 164 739 617 626 610
malicious_illegal_store 287 349 2 1 4,424 4,101 826 729 146 155 150 171 544 452 489 447
malicious_hide_file 515 528 1 1 2,224 1,965 675 522 139 150 144 159 428 443 489 452
malicious_backdoor_bl 558 564 2 1 5,577 5,062 1,038 857 149 150 156 162 554 443 517 443
malicious_server_usr 492 462 3 1 13,843 13,408 961 883 2,530 1,967 659 594 891 825 944 860
malicious_ssh_theft 287 323 1 1 2,166 1,893 810 687 130 104 130 112 737 717 836 683
malicious_gcc_crash 338 336 6 5 3,039 2,807 964 801 139 108 135 124 819 683 736 677
malicious_scan_login 77 166 4 3 738,173 713,940 1,230 1,081 8,682 7,287 10,602 9,354 686 617 719 616
malicious_pwd_reuse 78 173 5 5 54,134 54,025 786 667 62 64 56 65 509 461 504 437
malicious_student 12 105 3 2 1,801 1,520 908 771 10 11 11 11 526 431 527 439
malware_autorun 2,682 2,544 5 5 23,004 21,658 1,707 1,545 29 31 30 33 464 435 488 434
malware_danger 201,698 186,305 11 12 1,006,627 1,037,522 16,302 15,355 124 642 120 667 707 565 725 571
malware_hijack 112,522 102,836 18 11 1,141,741 1,162,804 6,983 6,395 154 147 160 156 592 537 682 523
malware_infector 10,268 9,569 9 9 545,064 536,059 3,231 2,761 102 96 77 69 621 599 724 587
malware_sysbot 5,958 5,367 9 8 181,274 277,693 2,958 2,546 40 42 47 46 594 450 527 440
tc_fivedirections_1 113,757 113,140 98 93 - - - - 28,699 40,467 27,667 41,124 - - - -
tc_fivedirections_2 128,568 134,492 304 264 - - - - 52,200 68,633 41,702 42,454 - - - -
tc_theia 75,956 71,837 301 245 - - - - 11,682 14,216 11,307 14,577 - - - -
atlasv2_s1 3,129 2,569 2 1 - - - - 1,507 1,106 1,487 1,070 - - - -
atlasv2_s2 3,531 3,110 2 1 - - - - 1,182 909 1,198 840 - - - -
atlasv2_s3 2,796 2,653 1 1 - - - - 1,195 926 1,218 988 - - - -
atlasv2_s4 1,565 1,412 3 3 - - - - 1,233 931 1,091 919 - - - -
Average 22,498 21,610 27 24 228,932 236,295 2,391 2,137 4,692 5,414 3,319 3,833 625 551 629 546

In contrast, the integration of Provexa’s domain-aware scheduling
yields significant speedups, reaching up to 900× in PostgreSQL and
110× in Neo4j when layered atop optimized engines.

For search queries, improvements are more modest. In Post-
greSQL, the optimized setup slightly underperforms the vanilla
version, further illustrating the challenge of identifying optimiz-
ation parameters that consistently improve performance across
diverse workloads. The introduction of Provexa nonetheless res-
ults in measurable gains–1.43× in PostgreSQL and 1.01× in Neo4j.
These modest gains stem from the simplicity of some search quer-
ies, where native planners already perform well and the benefits of
additional processing by Provexa’s scheduler are less pronounced.

DuckDB database.We extend evaluation to DuckDB [3], a fast, in-
process analytical database for single-nodeOLAPworkloads. Unlike
PostgreSQL and Neo4j, DuckDB offers a lightweight, embedded
alternative. To assess Provexa’s scheduler on DuckDB, we compare
vanilla SQL against ProvQL queries executed using the scheduler.
Queries ran on DuckDB’s native file format, leveraging its columnar
storage and vectorized execution engine. Caching was disabled, and
results were averaged over 10 trials. The results show that Provexa
delivers substantial performance gains for tracking queries and
complex search queries in DuckDB (averaging 148ms vs. 1.4s with
vanilla SQL, a 9.4× speedup), mirroring improvements seen on
other backends. For simpler search queries, Provexa’s scheduler
provides less speedup, as direct SQL execution is already efficient.

Despite its fast performance, DuckDB exhibits limitations under
investigative workloads involving large provenance data. In such
settings, particularly during evaluation of DARPATC scenarios (e.g.,
tc_fivedirections_1, including 225K nodes and 23M edges), DuckDB
frequently ran out of memory and crashed during tracking queries.

In contrast, PostgreSQL remained stable and completed the same
queries, albeit with higher execution times. Notably, Provexa’s
scheduler reduced PostgreSQL’s runtime from 113 seconds to 93
milliseconds for this case, demonstrating both its scalability and
resilience under heavier workloads.

Summary: The results show that across all cases, query types,
database systems (PostgreSQL, Neo4j, DuckDB), and configuration
settings (vanilla, optimized), adding Provexa’s scheduling layer
consistently improves performance. These gains are particularly
evident for complex queries, where conventional database tuning
often yields limited or inconsistent benefits. In contrast, Provexa
provides reliable gains through a system provenance–aware de-
composition and execution strategy that prioritizes high-pruning,
semantically meaningful query steps. Overall, these results high-
light Provexa’s generalizability and robustness as a complementary
optimization layer tailored to the system provenance domain.

7.5 RQ3: Cost Estimation

To further assess the improvements introduced by Provexa’s sched-
uler upon the database planner, we analyze cost estimates across
the same four configurations from Section 7.4.3: vanilla, optimized,
vanilla-provexa, and optimized-provexa. We use EXPLAIN ANALYZE to
extract PostgreSQL’s internal cost estimates, which approximate ex-
pected resource consumption–lower values indicate more efficient
plans. As Neo4j’s PROFILE command does not expose comparable
cost metrics, it is excluded from this experiment.

Table VII presents the cost estimates. While manual tuning of
PostgreSQL yields modest performance gains, Provexa’s scheduler
achieves significantly greater improvements. Across both query
types, Provexa consistently lowers cost estimates relative to the
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Table VII: Cost estimation of PostgreSQL with and without Provexa’s scheduler. Each query is executed for 10 rounds.

Tracking SearchCase

Vanilla Optimized Vanilla-Provexa Optimized-Provexa Vanilla Optimized Vanilla-Provexa Optimized-Provexa
multistep_cmd_injection 1.7E+14 6.1E+13 436 169 3,225 2,524 3,138 2,436
multistep_data_leakage 8.3E+18 2.8E+18 1,315 507 38,978 10,782 38,765 10,568
multistep_netcat_backdor 3.3E+8 1E+8 486 258 902 725 873 696
multistep_password_crack 2E+16 7.7E+15 1,096 419 5,225 3,938 5,139 3,851
multistep_penetration 1E+20 3.9E+19 1,045 375 71,395 19,587 71,004 19,195
multistep_phishing_email 1.6E+11 6E+10 1,389 769 13,074 4,504 10,455 2,958
multistep_supply_chain 7.4E+7 2.4E+7 163 102 596 464 582 450
multistep_wannacry 3.7E+6 2E+6 93 71 354 285 343 274
malicious_backdoor_bl 2.2E+15 7.2E+14 251 98 24,142 6,665 23,863 6,386
malicious_gcc_crash 5.9E+14 2.2E+14 710 523 18,197 4,988 18,079 4,870
malicious_hide_file 2.2E+15 7.4E+14 167 58 24,124 6,663 23,844 6,384
malicious_illegal_store 2.4E+15 8.1E+14 134 46 24,693 6,900 24,410 6,617
malicious_pwd_reuse 4.8E+11 1.67E+11 391 271 3,456 2,692 3,376 2,612
malicious_scan_login 6E+11 2E+11 352 244 5,634 3,968 3,481 2,693
malicious_server_usr 1.3E+16 5.5E+15 552 190 46,488 14,832 452,117 269,703
malicious_ssh_theft 7.5E+16 2.9E+16 148 53 18,351 5,010 18,233 4,891
malicious_student 1.3E+6 3.5E+5 214 76 258 204 252 197
malicious_wget 1.2E+15 4.2E+14 225 85 28,900 9,550 24,043 6,815
malware_autorun 7.8E+9 3.8E+9 668 367 1,998 1,601 1,936 1,539
malware_danger 1.9E+12 6.7E+11 2,017 1,149 22,319 6,108 22,057 5,846
malware_hijack 1.5E+14 5.5E+13 2,826 1,220 22,571 6,817 22,320 6,566
malware_infector 2.1E+10 7.8E+9 1,361 699 4,955 3,526 3,331 2,576
malware_sysbot 9E+9 4.4E+9 1,260 648 2,596 2,092 2,511 2,006
tc_fivedirections_1 3.3E+23 1.3E+23 61,785 25,527 8.9E+6 3.4E+6 8.8E+6 3.3E+6
tc_fivedirections_2 1.5E+12 5.1E+11 148,555 60,180 1.2E+7 5.1E+6 1.1E+7 3.9E+6
tc_theia 1.5E+11 5.7E+10 136,603 49,401 2.4E+6 1.2E+6 2.3E+6 1.2E+6
atlasv2_s1 1.3E+9 4E+8 285 98 169,574 37,084 168,362 35,871
atlasv2_s2 2.6E+21 9.9E+20 253 85 168,665 36,924 167,459 35,717
atlasv2_s3 2.7E+21 1E+21 361 133 169,837 37,124 168,622 35,908
atlasv2_s4 6.4E+20 2.4E+20 725 254 174,938 42,181 173,731 40,973
Average 1.1E+22 4.3E+21 12,196 4,791 795,132 331,835 773,928 298,299

vanilla setup, with stronger effects when paired with the optimized
configuration. The most substantial gains occur when Provexa is
layered atop the tuned PostgreSQL engine, where its decomposition
and scheduling strategies complement the tuned planner.

To better understand why our multi-query execution strategy
leads to lower planner-estimated costs, we analyze representat-
ive tracking and searching queries. As an example, consider the
tracking query for the multistep_supply_chain case shown below.
1 bg = back t r a c k where ( cmdline l i k e " freemem . sh " , type=

process ) from db ( case2_supply_chain ) ; d i sp lay bg ;

This query looks for processes whose command line contains
freemem.sh and tracks all events that causally precede them, in the
case2_supply_chain database. Without our scheduler, this requires a
recursive SQL query that generates a monolithic execution plan
processing over 144 million intermediate rows, with an estimated
cost of approximately 74 million. In contrast, our approach starts
with a simple query that selects processes matching cmdline LIKE '

freemem.sh' and then iteratively retrieves parent processes through
separate follow-up queries. Each step operates over a narrow set of
candidates (3 to 140 PIDs), with individual query costs between 22
and 73, adding up to just 163. This strategy avoids the overhead of
unconstrained recursive joins and large materialized intermediaries.

A similar benefit appears for search queries. Consider the query
for the malware_infector case shown below.
1 po i = search from bg where e1 { path l i k e " V i rus . I n f e c t o r

" , type= f i l e } , e2 { p id =2688 , exename l i k e " exe " ,
type=process } , e3 { type= f i l e } w i th e1−>e2 &&[<100s ]
e2−>e3 ; d i sp lay po i ;

The goal is to find a file named Virus. Infector read by a process
with pid=2688 and exename extension ‘exe’, which then writes to
another file within 100 seconds. This query runs over a prior result

bg from a backtracking query. Instead of executing the entire pattern
in a single query with multiple joins and constraints, we split it into
two subqueries: the first computes e1−>e2 to find file-to-process
reads, and the second computes e2−>e3 to find subsequent writes
from those processes, applying the temporal constraint (<100s) in
the second step. This decomposition reduces the planner-estimated
cost by 1.5× compared to the monolithic version.

Summary: These improvements reflect a key planning advant-
age: query optimizers are more effective at handling small, localized
subqueries than deep recursive plans or multi-join blocks. By isolat-
ing semantically meaningful constraints early and narrowing each
step’s scope, our strategy enables selective index scans and faster
execution. This approach is particularly effective when queries
contain selective constraints that sharply reduce the search space,
for example, filtering by a specific script name, IP address, or file
path. Such constraints are common in real investigative workflows,
where analysts typically start from a point of interest and explore
outward. In cases where constraints are overly general (e.g., search-
ing for any process with cmdline LIKE 'exe'), the initial query may
return a large result set, reducing the pruning benefits of decompos-
ition. Nevertheless, because real-world investigations often start
with targeted hypotheses or known indicators, our multi-query
decomposition strategy remains well-suited in practice and consist-
ently delivers lower cost and better performance. By decomposing
queries in the application layer while accounting for domain se-
mantics, we play to the strengths of the database engine, which
can efficiently execute simple, targeted queries using indexes and
optimized access paths. The database still applies its own planner
optimizations, but we effectively reduce its burden by structuring
the workload to align with its strengths. Detailed query splitting
examples and their cost analyses are available at [24].

3780



7.6 RQ4: Query Length

We compare the query length of ProvQL with SQL, Cypher, and
Splunk SPL, an industry-standard security DSL. Query length is
a standard metric in DSL research, as demonstrated in previous
works [28, 42], where shorter queries have been shown to improve
efficiency and reduce cognitive overhead. This metric highlights
how ProvQL simplifies query formulation, reduces verbosity and
cognitive load, and facilitates easier iterative attack investigations.
Splunk [9], a widely used security log analysis solution, employs
its own DSL, Splunk SPL, for investigating system logs. However,
Splunk SPL lacks native support for recursive queries needed for
tracking [15], so our comparison is limited to search queries.

Example queries are available at [24]. ProvQL tracking queries
are more concise, averaging 19 words vs. 421 in SQL and 183 in
Cypher. While Cypher is more concise than SQL due to its dir-
ect modeling of graph, it becomes verbose when using multiple
FOREACH loops for traversal. ProvQL also leads in search query
conciseness, averaging 15 words, compared to 192 in SQL, 25 in
Cypher, and 62 in Splunk SPL. SQL and Splunk SPL require mul-
tiple joins to express entity relationships, making complex queries
verbose. Cypher, despite modeling relationships directly, still needs
verbose MATCH and WHERE clauses for complex constraints, res-
ulting in lengthy queries for expressing complex relationships.

7.7 RQ5: User Study

We further conducted a user study to evaluate Provexa’s usab-
ility and adoption. The study compared ProvQL with SQL and
Cypher, twowidely used query languages, to assess efficiency, learn-
ing curve, and practicality for attack investigation. We recruited
10 participants with SQL and Cypher experience, and a security
background; several also had data science expertise and familiarity
with exploratory analysis, providing broader perspectives. Each
participant completed six investigation tasks using SQL, Cypher,
and ProvQL, divided into two complexity levels. Simple tasks in-
volved single-host attacks (malicious_ssh_theft, malicious_illegal_-
store, malicious_server_usr), while complex tasks spanned multiple
hosts and required more investigative queries (multistep_supply_-
chain, multistep_penetration, multistep_password_crack). Task dif-
ficulty was balanced within each category. Participants used SQL
for malicious_ssh_theft and multistep_supply_chain, Cypher for
malicious_server_usr and multistep_password_crack, and ProvQL
for malicious_illegal_store and multistep_penetration.

To evaluate ease of transitioning between languages, we intro-
duced a transition task focused on complex cases. Participants reat-
tempted tasks using a different language, switching from ProvQL
to SQL/Cypher or vice versa. This design tests whether ProvQL’s
high-level constructs simplify query formulation and reduce cog-
nitive load. Each participant completed four additional transition
tasks: multistep_supply_chain and multistep_password_crack with
ProvQL, and multistep_penetration with SQL and Cypher.

Each participant signed a consent form (IRB-approved) and re-
ceived PostgreSQL and Neo4j databases with provenance data,
schema details, and case descriptions outlining investigation goals
(e.g., identifying attacker IPs and key PIDs). Simple tasks had a
30-minute limit; complex ones, 45 minutes. Studies were conduc-
ted individually on our laptops using Provexa’s UI for ProvQL,

pgAdmin for SQL, and the Neo4j Dashboard for Cypher. Screen
activity (no audio/video) was recorded to track completion time
and query count. Afterward, participants completed a QuestionPro
survey rating each language on ease of use, syntax simplicity, and
overall experience, using a 5-point Likert scale.
User study results. For simple cases, malicious_ssh_theft using
SQL averaged 19 minutes and 3 queries; malicious_server_usr using
Cypher took 16 minutes and 3.8 queries. In contrast, malicious_-
illegal_store using ProvQLwas completed in just 7 minutes with 1.7
queries. For complex cases, ProvQL showed clear efficiency gains.
Inmultistep_supply_chain, users improved from 6minutes with SQL
to 4 minutes using ProvQL. In multistep_password_crack, Cypher
users averaged 14 minutes and 4.8 queries, but only 6 minutes with
ProvQL. In multistep_penetration, ProvQL users completed the
task in 16 minutes with 3 queries. By comparison, only 33% of SQL
users finished within the 45-minute limit (average 30 minutes, 5.6
queries). 30% of Cypher users timed out, and the rest averaged 12
minutes and 3.8 queries. Despite familiarity, SQL’s verbosity led to
longer times and more queries, while Cypher showed inconsistent
performance. In contrast, ProvQL was more reliable, requiring
fewer queries, and delivering steady performance.

We also analyzed post-survey feedback; detailed questions and
results are available at [24]. Participants rated four metrics (ease
of query writing, result interpretation, event search, and tracking
sequences) on a 5-point scale (Very Complex, Complex, Neutral,
Easy, and Very Easy). ProvQL consistently received higher ratings,
with the most rating it “Easy” or “Very Easy” across all metrics.
Specifically, 100% rating it “Easy” or better for event search, and
70% rating it “Very Easy” for tracking. In contrast, SQL and Cypher
received mixed feedback, with many users marking them as “Com-
plex”or “Very Complex”. Overall, 95% of participants found ProvQL
easier to use than SQL or Cypher. For language transitions, 90%
rated switching from SQL to ProvQL as “Easy" or better, while 70%
found the reverse “Complex" or “Very Complex”. A similar pattern
emerged for Cypher. 80% preferred ProvQL for attack investiga-
tions, and 80% rated transitioning to it as “Easy” or better. However,
returning to Cypher was harder; 40% rated it “Complex" and 40%
“Neutral". These findings confirm ProvQL’s usability advantages to
streamline attack investigations and reduce cognitive load.

8 DISCUSSION

Query optimizations. Provexa can benefit from built-in database
query optimization strategies while adding its own domain-specific
enhancements. Traditional cost-based optimization selects query
plans based on estimated resource costs (e.g., CPU, I/O, memory).
Provexa provides a domain-aware scheduler that decomposes com-
plex provenance queries based on pruning power, ensuring that
high-impact constraints are applied early to reduce the search space.
Provexa’s scheduler operates as an additional domain-aware op-
timization layer atop the database, dispatching its decomposed sub-
queries to the database’s native scheduler. This dual-layer optimiza-
tion ensures that Provexa benefits from both its own optimization
strategies and the database’s native performance-enhancing tech-
niques. Future work could explore integrating cost-based decision-
making into the decomposition process and extending lazy evalu-
ation to operate across decomposed subqueries.
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Data science notebooks.While computation notebooks like Jupy-
ter are excellent for general-purpose exploration, they are not
ideally suited for system provenance analysis in security contexts.
Audit logs are massive in volume, span large time windows, and
are stored in databases to support scalable, persistent querying.
Notebooks would still require integration with these backends, in-
troducing overhead and setup complexity. Raw logs must be parsed
and transformed into structured provenance graphs for identifying
complex patterns–capabilities that Provexa provides natively. Nev-
ertheless, Provexa offers a notebook-like UI featuring code cells
to support iterative exploration.

9 RELATED WORK

Attack investigation using audit logs. System audit logs are
vital resources for investigating complex attacks. Causal depend-
ency tracking methods trace root causes. To mitigate dependency
explosion, some works use heuristics to prioritize dependencies [33,
36, 45], but risk information loss. Others partition process execu-
tion into finer units [43, 47], but require intrusive instrumentation
and kernel modifications, limiting their practical adoption. Another
class of techniques uses subgraphmatching over provenance graphs.
Poirot [49] uses heuristics to score node and path alignments, but
subsequent studies [26, 35, 53] report high computational costs and
missed attack steps due to its early termination at the first valid
alignment. Learning-based methods like ProvG-Searcher [26] and
DeepHunter [53] embed graphs using neural models but only de-
termine whether a query graph is entailed, without reconstructing
attack steps. They also require costly offline training.

Provexa takes a different path. Emphasizing human-in-the-loop
analysis, it offers a DSL for flexible, iterative investigation. Unlike
prior one-shot approaches, Provexa supports incremental refine-
ment and makes analyst intent explicit through DSL query con-
struction. It avoids early stopping, needs no offline training, and
uniquely supports native dependency tracking–capabilities missing
from prior subgraph matching approaches.

Database query languages. Existing query languages like SQL
and Cypher are not designed for attack investigation. They lack
native support for causality tracking, which is essential for tracing
multi-step attacks, and their general-purpose execution models
perform poorly on system provenance workloads. Queries in these
languages often become verbose and error-prone when investig-
ating complex attacks. SPARQL [52] and MongoDB’s JSON-based
query language [30] share similar limitations: SPARQL adopts SQL-
like syntax for RDF data, and MongoDB’s model is tailored for
document retrieval. Neither supports iterative workflows, efficient
modeling of multi-stage attacks, or variable binding across quer-
ies, making them inefficient for complex, evolving investigations.
Provexa addresses these limitations through a domain-specific
abstraction tailored to system provenance and attack investigation.
Its DSL enables intuitive event pattern search, chaining, and iter-
ative human-in-the-loop workflows. A domain-aware scheduler
leverages event dependencies and pruning to optimize execution,
adding a layer atop existing backends for performance enhance-
ment. Queries in ProvQL are more concise, making it easier to
incorporate analyst knowledge and refine iteratively. These design

choices enable Provexa to deliver faster, more intuitive, and more
robust forensic analysis than traditional query languages.

Security analysis languages. Splunk [9] and Elasticsearch [4] are
among the most widely used log analysis tools for system perform-
ance monitoring and security diagnostics. Splunk offers a Search
Processing Language (SPL) that combines keyword and regex-based
search with shell-like piping for extracting insights from logs. Elast-
icsearch provides a JSON-based DSL for text search and filtering.
OSQuery [7], an open-source tool, uses a SQL-like syntax to query
the operating system state. Unlike Provexa, these languages do
not support complex dependency tracking queries, which are es-
sential for tracing multi-step attack event chains. Other special-
ized languages have been developed for different security tasks,
such as network intrusion detection and prevention [27, 29, 32],
secure overlay networks [39, 46], and threat intelligence represent-
ation [10, 17]. Each is tailored to its own domain and use case. In
contrast, ProvQL is specially designed for the iterative investiga-
tion of complex, multi-stage attacks over system provenance data.
In addition, the two query syntaxes supported by ProvQL cannot
be easily expressed in these languages.

Future directions. Several future directions can be explored. First,
while our current approach prioritizes split queries based on con-
straints, this can sometimes lead to high intermediate costs when
that constraint is not selective. In such cases, a monolithic query
planned holistically by the database might be more efficient. One
extension is to add a lightweight cost-based fallback mechanism
that compares the estimated cost of a monolithic plan with the
split plan and selects the cheaper option dynamically. Second, al-
though we apply best-effort tuning to the underlying database
engine, Provexa achieves the largest gains when paired with an
optimized configuration. Since Provexa’s decomposition is ortho-
gonal to engine-level tuning, future work could explore how more
adaptive database optimizations further amplify its benefits. Third,
while Provexa largely reduces the effort of query formulation com-
pared to general-purpose languages, analysts still have to write
queries manually. Leveraging cyber threat intelligence [31, 34, 48],
which captures common attack patterns and indicators, along with
large language models offers a potential path toward automatically
generating ProvQL queries aligned with investigative goals.

10 CONCLUSION

We presented Provexa, a defense system that empowers human
analysts to effectively analyze large-scale system provenance to
investigate complex multi-step attacks. Provexa introduces an
intuitive and expressive domain-specific language, ProvQL, for
capturing diverse attack patterns and analytical workflows. It also
features an efficient, domain-aware execution engine that enhances
query performance across different database backends.
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