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Demystifying LLMs
• How LLMs work
• Why LLMs work
• When LLMs work
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What is a Large Language Model?

▪ An LLM uses large-scale associative 

information to predict sequences of tokens

▪ ”A word is known by the company it keeps”

▪ John Rupert Firth

▪ Self-supervised learning

▪ word2vec -> BERT -> GPT
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Complete this sentence..

For breakfast this morning I had a 
_________________________.
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Now, complete this sentence..

I arrived in Tokyo last night. For 
breakfast this morning I had a 
_________________________.
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And now, complete this sentence..

My jaw accident has made it difficult 
to chew food. I arrived in Tokyo last 
night. For breakfast this morning I 
had a _________________________.
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Next Word Prediction

https://huggingface.co/FacebookAI/xlm-roberta-large7
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Why Next Word Prediction?

A detective novel, with complex plots, clues
At the last page, the detective says:

“I am going to reveal the identity of whoever committed 
the crime. That person’s name is _____________”

Fireside Chat with Ilya Sutskever and Jensen Huang: AI Today and Vision of the Future8
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https://www.nvidia.com/en-us/on-demand/session/gtcspring23-s52092/


Ways to think of LLMs

9
© 2025 Ellis, Ramakrishnan & Nizamani — CC BY-NC-ND 4.0



GPT is the embodiment of “attention”

• A single, massive, model that is 
(pre)trained and can then be 
adapted to do diverse tasks

• Learning to “prompt” the model 
to do what we want
– Some have taken to thinking of AI 

as a “natural science”!
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One model to rule them all

• A single pre-trained transformer can do
– Classification
– Clustering
– Summarization
– Question-answering
– Translation
– Captioning
– ….

• Instruction Tuning
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LLM vs Parameters

Source: Mohamadi, Salman, et al. "ChatGPT in the age of generative AI and large language 
models: a concise survey." arXiv preprint arXiv:2307.04251 (2023).
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What type of data are LLMs trained on?

▪ GPT (from OpenAI)
▪ Publicly available web pages, text, papers

▪ Gemini (from Google)
▪ Text, images, audio, video

▪ LLama (from Meta)
▪ CommonCrawl, C4, GitHub, Wikipedia, Books, ArXiv

▪ Github CoPilot (from Github)
▪ Code repositories from various languages
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How LLMs are Created

Pretraining

https://aiml.com/what-do-you-mean-by-pretraining-finetuning-and-transfer-learning-in-the-context-of-machine-learning-or-language-mo
deling/
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Pre-training

• Self-supervised
o Don't need labels

• Models just learn to predict next word
• Typically needs a really large corpus
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How LLMs are Fine-tuned

https://aiml.com/what-do-you-mean-by-pretraining-finetuning-and-transfer-learning-in-the-context-of-machine-learning-or-language-modeling/16
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Fine-tuning

• Supervised (Data is labeled)
• Model learns to do one task
• Data is of the format: input -- output
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Fine-tuning (Example)

Summarization:
Input: Full article
Output (label): summarized article
Model learn to generalize to prompt/task description
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Models to Fine-tune

Models You Can Fine-tune Yourself
(open-source or have publicly available weights)
• LLaMA 2 (7B, 13B, and 70B variants)
• GPT-2
• BERT
• RoBERTa
• T5
• Falcon
• ...

Models That Can Be Fine-tuned Through Official APIs
• GPT-3.5 (including GPT-3.5 Turbo)
• GPT-3 base models (babbage-002 and davinci-002)
• Gemini Pro
• ...

Models That Cannot Be Fine-tuned
• GPT-4
• Claude 2
• PaLM 2
• ...
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Instruction Fine-tuning

• Instead of fine-tuning 
for one specific task, 
fine-tune to follow 
instructions

• Benefit: 
generalization on 
thousands 
seen/unseen tasks, 
just by learning to 
follow instructions

https://instructions.apps.allenai.org/20
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More on Instruction Fine-tuning

• There are usually two version of LLMs:
o Base/non fine-tuned models: Llama-base
o Instruction fine-tuned: commonly referred as chat models, 

e.g., Llama-chat
• Chat models also go through human feedback 

alignments through reinforcement learning
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Understanding AI
• Prompting
• Thinking like an AI
• AI use cases
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What is Prompt

• At the very basic, any prefix/suffix that 
condition model to generate text

• Models without fine-tuning:
o In context learning: calling GPT-2/3 models with 

prompt such as "this is a positive article about 
politics"

• Models with fine-tuning:
o Task description: describing the input and context

Sun, Fan-Keng, and Cheng-I. Lai. "Conditioned natural language generation using only unconditioned language model: An 
exploration." arXiv preprint arXiv:2011.07347 (2020).23
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Evolution of Prompting

Now generalized to be considered everything 
that goes into a model for inference: context, 
questions/instruction, output format etc.

Control codes Keywords Task description Instruction Aligned Instruction

Time
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Art of Prompt Engineering

• Prompting is not just writing an 
input/context

• Text generation parameters, aka 
decoding parameters

• Suitable parameter differs by 
models and also by use (story- 
telling vs summarizing)
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More on the Art of Prompt Engineering

• Temperature: randomness of the 
next token

• Top-p: nucleus sampling
• Top-k: sample from k-th most 

likely words
• Penalties: penalize tokens for 

repetition/presence in already 
generated text.
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Prompting LLMs better 1

Sabit Ekin et. al., PROMPT ENGINEERING FOR CHATGPT - A QUICK GUIDE TO TECHNIQUES, TIPS, AND BEST PRACTICES

Technique 1: Give clear and specific instructions
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Prompting LLMs better 2

Sabit Ekin et. al., PROMPT ENGINEERING FOR CHATGPT - A QUICK GUIDE TO TECHNIQUES, TIPS, AND BEST PRACTICES

Technique 2: Use explicit constraints
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Prompting LLMs better 3

Sabit Ekin et. al., PROMPT ENGINEERING FOR CHATGPT - A QUICK GUIDE TO TECHNIQUES, TIPS, AND BEST PRACTICES

Technique 3: Experiment with context and examples
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Prompting LLMs better 4

Sabit Ekin et. al., PROMPT ENGINEERING FOR CHATGPT - A QUICK GUIDE TO TECHNIQUES, TIPS, AND BEST PRACTICES

Technique 4: Leverage System 1 and System 2 questions

- System 1 questions typically require quick, intuitive, or pattern-recognition-based answers
- System 2 questions involve more deliberate, analytical, or complex problem-solving.
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Prompting LLMs better 5

Sabit Ekin et. al., PROMPT ENGINEERING FOR CHATGPT - A QUICK GUIDE TO TECHNIQUES, TIPS, AND BEST PRACTICES

Technique 5: Control output verbosity
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Prompting LLMs

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in neural information processing systems 35 (2022): 24824-24837.32
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Prompting can be difficult!

Key takeaways
• People approach prompt design opportunistically rather than systematically

• People expect performance improvements similar to those seen in 
human-human interactions

• People tend to overgeneralize from single successes or failures
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Is Prompting the Future?

Nvidia CEO, Jensen Huang, https://youtube.com/shorts/YNhOziymVFY?si=UFpqNwhKvxPUU3Mg
CustomGPT.ai, https://customgpt.ai/english-is-the-new-programming-language/

Stage 1
Machine Code/Assembly Languages

Stage 2
Blooming of Programming Languages

Current and Future
LLM Agents

Make programming easier for everyone

https://x.com/karpathy/status/1617979122625712128
https://www.truefoundry.com/blog/llm-agents

“The next programming language is English”
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More on Is Prompting the Future?

Prompting is a poor user interface
• Not all “successful” prompts resemble natural language
• Sensitive to variations in wording, spelling, punctuation
• Prone to adversarial attacks
• Prompt-hacking in research:

– discarding/not checking robustness

Meredith Ringel Morris. 2024. Prompting Considered Harmful. Commun. ACM Online First (October 2024). https://doi.org/10.1145/367386135
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Thinking like an AI 1

Do LLMs hallucinate?
• LLMs *always* hallucinate. 

Sometimes their hallucinations align 
with your reality!!

• Whether or not the prompt makes 
them hallucinate in a way that aligns 
with reality depends very much on 
the prompter's ability to check
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Thinking like an AI 2

Auto-regressive LLMs cannot, by themselves, do planning or 
self-verification

Kambhampati, Subbarao, et al. "LLMs Can't Plan, But Can Help Planning in LLM-Modulo Frameworks." arXiv preprint 
arXiv:2402.01817 (2024).
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Thinking like an AI 3

All of this is only sort of helpful
• LLMs do next token prediction
• LLMs make predictions based on their training data
• LLMs have a limited memory

https://www.oneusefulthing.org/p/thinking-like-an-ai
https://www.edenai.co/post/understanding-llm-billing-from-characters-to-tokens38
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The 3 AI Use Cases

▪ Gods: 
▪ Super-intelligent, artificial entities that do things 

autonomously.
▪ Interns

▪ Supervised copilots that collaborate with experts, focusing on 
grunt work.

▪ Cogs: 
▪ Functions optimized to perform a single task extremely well, 

usually as part of a pipeline or interface.
https://www.dbreunig.com/2024/10/18/the-3-ai-use-cases-gods-interns-and-cogs.html39
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Risks and Benefits of LLMs

▪ Using an LLM approved by VT
▪ https://copilot.cloud.microsoft/
▪ use VT login
▪ bookmark this for future approved uses

▪ Everyone prompt co-pilot (instructor demo)
▪ 1) What are the benefits of LLMs?
▪ Share and discuss with class

▪ 2) What are the risks associated with use of 
LLMs?
▪ Share and discuss with class
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Understanding Transformers Assignment

1. Explore how Transformers work with this 

interactive explainer: https://poloclub.github.io/transformer-explainer/

2. Understand the key concepts behind 

Transformers. Watch the video: 
https://www.youtube.com/watch?v=wjZofJX0v4M
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Transformer Explainer

Do the activity with the quiz
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Exploring the Landscape 
of Large Language Models 
(LLMs)

• Custom LLMs
• Multimodal LLMs
• Augmented LLMs
• LLM fails
• LLM privacy and safety
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Custom LLMs (Agents)

Human behaviors simulacra 
under different personas

Park et. al., Generative Agents: Interactive Simulacra of Human Behavior44
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How to Create Agents

▪ System message
o Added to the start of each conversation

o Set context and guide behavior

▪ Domain specific knowledge

Introducing GPTs, OpenAI
https://openai.com/index/introducing-gpts/
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Multi-modal LLMs

The input and output can span various 
data types
- Text, image, video, audio, etc..
- Google Gemini as example:

Team, Gemini, et al. "Gemini: a family of highly capable multimodal models." arXiv preprint arXiv:2312.11805 (2023).46
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Augmented LLMs
Retrieval-Augmented Generation (RAG)

Q: not possible to 
include all 
knowledge in one 
prompt? 

A: knowledge can be 
stored in an external 
vector database.

Source: Hopsworks AI https://www.hopsworks.ai/dictionary/retrieval-augmented-generation-llm47
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More on Augmented LLMs
Retrieval-Augmented Generation (RAG)

Example: the perplexity.ai
- Search and read from 

multiple online sources
- Answer the question with 

support 
from time-sensitive open 
data source

https://www.perplexity.ai/48
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LLM “Fails” 1

“Eat a rock a day, put glue on your pizza”

https://www.unsw.edu.au/newsroom/news/2024/05/eat-a-rock-a-day-put-glue-on-your-pizza-how-googles-ai-is-losing-touch-with-reality49
© 2025 Ellis, Ramakrishnan & Nizamani — CC BY-NC 4.0© 2025 Ellis, Ramakrishnan & Nizamani — CC BY-NC-ND 4.0



LLM “Fails” 2

• Math Fails
– Math is hard for Language Models
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LLM “Fails” 3

Reversal Curse: trained on “A is B” generalize to “B is A”

The Reversal Curse: LLMs trained on "A is B" fail to learn "B is A", arXiv:2309.1228851
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LLM “Fails” 4

Correct answer: Mexico is not the leader in Mango Production, It’s 
India
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LLM “Fails” 5

LLMs still struggle with relationships and puzzles
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LLM “Fails” 6

Failed to say: none of the given options!
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When should you trust LLMs 1

“Use LLMs when you can verify the answer”
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When should you trust LLMs 2

Bad practice - LLM hallucination
“Lawyer Used ChatGPT In Court And Cited Fake Cases.”

Source: New York Times and Forbes
https://www.nytimes.com/2023/05/27/nyregion/avianca-airline-lawsuit-chatgpt.html
https://www.forbes.com/sites/mollybohannon/2023/06/08/lawyer-used-chatgpt-in-court-and-cited-fake-cases-a-judge-is-considering-sanctions/
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When should you trust LLMs 3

Good practice - you do the verification
Coding Assistant Plumbing Services

- AI tool in their tool box
- Automatic customer service

Source: Github Copilot
https://github.com/features/copilot

https://www.forbes.com/sites/neilsahota/2024/04/29/plumbing-the-dep
ths-of-innovation-how-ai-is-changing-plumbing-services/
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LLM safety

Most LLMs are “aligned”, i.e., they have checks and 
balances to prevent harmful interactions

Source: FINE-TUNING ALIGNED LANGUAGE MODELS COMPROMISES SAFETY, EVEN WHEN USERS DO NOT INTEND TO!
New York Times
https://www.nytimes.com/2023/10/19/technology/guardrails-artificial-intelligence-open-source.html
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More on LLM safety

Source: FINE-TUNING ALIGNED LANGUAGE MODELS COMPROMISES SAFETY, EVEN WHEN USERS DO NOT INTEND TO!
New York Times
https://www.nytimes.com/2023/10/19/technology/guardrails-artificial-intelligence-open-source.html

But such guardrails can be quite flimsy…
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LLM Privacy and Safety

https://www.anthropic.com
60
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More on LLM Privacy and Safety

https://www.nist.gov/news-events/news/2024/08/us-ai-safety-institute-signs-agreements-regarding-ai-safety-research 61
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Start HW 3 Character AI

▪ Create a bot
▪ Read about risks
▪ Reflect on ethics
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