
On Trust, Editorial Intent, and Recommender Systems for
Supporting Higher Education

Taha Hassan

Thesis submitted to the Faculty of the

Virginia Polytechnic Institute and State University

in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

in

Computer Science

D. Scott McCrickard, Chair

Kenneth R. Edmison, Jr.

Bart Knijnenburg

Sang Won Lee

Mike Horning

Aug 30th, 2024

Blacksburg, Virginia

Keywords: Adoption, Trust, Power, Recommendation

Copyright 2024, Taha Hassan



On Trust, Editorial Intent, and Recommender Systems for
Supporting Higher Education

Taha Hassan

(ABSTRACT)

Institutional support of higher teaching and learning at scale poses three unique challenges.

The first challenge is poor institutional accounting of instructors’ use of educational plat-

forms and software, especially the learning management system (LMS). The second challenge

is a deficit of trust among stakeholders with unique job roles, prerogatives, and editorial pref-

erences. The third challenge is one-size-fits-all, open-loop, or stopgap support processes. To

address these challenges, this three-phase dissertation project proposes a novel sociotech-

nical framework for institutional support using trustworthy educational recommender sys-

tems. This framework accounts for LMS platform contexts, multiple stakeholders, and ed-

itorial trust relationships. In its first phase, the project proposes “Depth of Use” (DOU):

a first-principles framework of frequent LMS use-contexts. DOU is found to highlight low-

adoption course cohorts, evaluate course design interventions, and improve IT emergency

preparedness. The second phase of this project proposes a novel model of recommendation

trustworthiness based in stakeholder allocation of RS editorial tasks. The study discovers a

spectrum of faculty intentions about editorial division-of-labor and its frequent rationales,

including student expertise, professional curriculum needs, authorship burdens at scale, and

learner disengagement. In its third phase, the project investigates how editorial trust might

be enhanced by transparency cues (guarantees, social proof, content tags). The dissertation

concludes with a set of design guidelines to aid HCI practitioners in enhancing editorial

transparency and algorithmic explainability, and increasing process efficacy of institutional

support.



On Trust, Editorial Intent, and Recommender Systems for
Supporting Higher Education

Taha Hassan

(GENERAL AUDIENCE ABSTRACT)

In higher education, supporting faculty effectively can be challenging, especially with tech-

nology use at scale. This dissertation reckons with three primary aspects of this challenge:

inadequate tracking of how educators use learning platforms, low trust among different in-

stitutional stakeholders, and inefficient support processes. To address these challenges, we

propose a novel framework to personalize instructional support using learning management

systems (LMS) as platforms to reach out to faculty, interpret their technology needs, and

deliver interventions using educational recommender systems (ERS). Our framework allows

better understanding of faculty’s LMS use, editorial intent, and trust of automation. It also

highlights structural barriers to trust and process efficacy at universities. Finally, it delivers

guidelines for the design of trustworthy educational recommendation and support processes.
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Chapter 1

Introduction

Institutions of higher learning frequently mandate the provision of instructional support

to their educational technology organizations. This support comes in many forms, includ-

ing instructional design, learning environment support, faculty professional development,

software and hardware procurement, research grants, and technology evangelism. Sup-

porting higher education at scale is a formidable challenge on the platform, stakeholder,

and administrative fronts. On the platform front, while learning management systems

(LMSs) offer globally popular native services for productivity, communication, and assess-

ment [16, 60, 87, 106, 114, 145, 149], their capacity for actionable assessments of learning

outcomes and faculty needs is presently limited [53]. On the stakeholder front, previous

research [65, 109, 166, 167] notes that technology mistrust, cognitive burden of discovery,

lack of technical support, budget limitations and career priorities can discourage EdTech

adoption. On the IT administrative front [55, 66, 152], delivery of instructional support is

challenged by communication deficits between faculty and institutional support personnel,

minimal accounting of successful strategies for outreach and intervention, balkanization of

expertise, risk-averse data governance, lengthy software acquisition processes, and staffing

constraints. Several studies on technology-enhanced teaching and learning [14, 137, 157] have

noted the disappointing collective outcomes of these challenges: tensions between faculty-

initiated “grassroots” projects and administrative initiatives [70], course quality assessments

and end-of-term evaluations fueling negative effects (absenteeism, economy grades, lower as-

1
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Figure 1.1: A design vision of closed-loop, scalable institutional support rooted in (a) respect-
ing faculty’s LMS use needs and editorial preferences, (b) leveraging these needs to inform
content delivery and personalization, and (c) evaluating faculty buy-in to microtarget spe-
cific support interventions (instructional design, professional development, tech evangelism,
etc.)

sessment standards) [49], and general perceptions of dissolution of trust, process inefficacy,

or lack of institutional recognition. We observe that all three of these challenges combine

issues of competence (such as lack of LMS effectiveness for data analytics, or ill-defined

administrative processes) and value-alignment (such as students’ outcome bias, or fac-

ulty’s priority stack and motivation for professional development), two fundamental aspects

of stakeholder trust [117, 162]. According to previous literature on higher education manage-

ment, addressing these trust barriers can improve the effectiveness of governance [160], scope

of instructional support [7], teaching efficacy [118], student satisfaction [151], and alumni

loyalty (recommendation, grants and donations) [25, 57, 146] for universities.

This dissertation argues that an effective solution to these trust barriers requires a closed-

loop, scalable, and personalizable institutional support process (visualized in figure 1.1).

This vision has two primary components. The first is an assessment of faculty’s LMS use

needs across the entirety of their preferred LMS apps and services, their trust of human and

algorithm stakeholders, and their editorial intent. The second is the use of these evidence

points to help curate personalized teaching and support content aboard the LMS. This sup-
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port vision proposes to build the capacity for actionable LMS data analytics, reach a broad

campus audience, and improve presently inefficient processes of software testing, faculty de-

velopment and teaching support [137], addressing concerns of competence. Empowering the

grassroots working relationships between institutional support personnel and course faculty

by improving communication can also enhance value-alignment and overall trust. Coupled

with automated content delivery, data-driven faculty relationship management can help IT

administrators identify long-term faculty partners for initiatives targeting course redesigns,

professional development, quality assurance, and curriculum management.

We therefore identify the research imperative of this dissertation project as to:

• evaluate learning management system use at scale, to support sensemaking of

faculty needs and evaluate the efficacy of institutional support (Study I),

• understand the editorial preferences and trust beliefs of higher education stake-

holders with unique work-based prerogatives and priority stacks, often arranged in

teams and organizations (Study II)

• describe the implications of faculty’s LMS use and editorial intent for the design of

educational recommender systems to help curate teaching and support resources

(Study III)

To accomplish these goals, this dissertation project proposes a full-stack study analyzing

Virginia Tech faculty’s (1) use of Canvas LMS, (2) editorial authority delegation and trust

in teams, and (3) preferences of explainability, and transparency for a proposed LMS ser-

vice: a content recommender system to assist with student learning, faculty professional

development, and technology evangelism.

Three constituent studies were conducted for this project. Study I proposes Depth of Use
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(DOU): an intuitive, first-principles framework to assess faculty’s utilization of a learn-

ing management system. DOU is found to highlight low-adoption course cohorts, evaluate

course design interventions, and improve departmental resource allocation. The details of

this study are featured in our CSCW’24 [79] and ITiCSE’20 [77] papers, and reflections

on DOU-informed redesign of a CS200 course at Virginia Tech appear in this book chap-

ter (Springer LDT’22) [168]. Study II proposes a novel model of recommendation trust

based in stakeholder allocation of RS editorial tasks. The study discovers a spectrum of

faculty intentions about editorial division-of-labor, and its frequent rationales, including

student expertise, professional curriculum needs, authorship burdens at scale, and learner

disengagement (study details appear in our UMAP’21 paper [78]). Study III explores how

editorial trust might be enhanced by transparency cues (social-proof, content tags, algorithm

primers). The dissertation concludes with a synthesis of design guidelines to aid HCI prac-

titioners and institutional support personnel in identifying editorial consensus, enhancing

algorithm explainability, and facilitating reflection.

1.1 Background and Motivation

In this section, we describe the trust challenges faced by institutional support personnel that

motivate this dissertation project. We then detail how learning management systems (LMS)

and educational recommender systems (RS4TEL) can come together to address concerns of

process inefficacy and technological barriers at the heart of these trust challenges, and vastly

improve the effectiveness of support services.

https://people.cs.vt.edu/taha/pdfs/hassan_cscw.pdf
https://dl.acm.org/doi/abs/10.1145/3341525.3387375
https://dl.acm.org/doi/abs/10.1145/3450613.3456811
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Table 1.1: Institutional support in higher education: work roles, tasks, objectives and tech-
nology use. Work roles are designated by ID (instructional designer), DEV (developer),
PROJM (project manager), COMM (communications), FAC (faculty), and LEAD (lead-
ership). Primary work role corresponding to each task is highlighted in bold.

Work Impact Area, Design and Research Technology Use
Roles Work Tasks Objectives Cases, Strategies

ID, Course redesign, Developing or evaluating a Learning data analytics, accessibility
LEAD, retooling, program course, course website, active learning, content creation,
DEV certification educational technology, or productivity, curriculum management,

learning environment virtual environments, assessments,
teaching evaluation

LEAD, Support allocation, Designing the balance of 4Help, consultation, pandemic
PROJM,
DEV

management institutional investment in sup-
port vs. automation: procure-
ment, staffing

response, strategy: personnel vs. au-
tomation (teaching assistance, profes-
sional development, instructional de-
sign, AI)

COMM, Faculty outreach, Developing or evaluating Email campaigns, brown-
PROJM, tech evangelism faculty outreach and bag talks, consults, demos,
LEAD communication strategies Canvas announcements, social me-

dia campaigns, AI-driven recommen-
dations

PROJM, Program management Managing composite services Learning communities, networked
ID, and programs learning, accessibility, inclusivity,
DEV design cohorts

1.1.1 Supporting Higher Education: The Work Practice

Institutional support at universities includes a broad array of services made available to

faculty, including instructional design and retooling, learning communities, digital skills

coursework, software testing and support, research grants, and new technology evangelism

(table 1.1). These services are offered by a university’s educational technology organization,

and supported by other organizations including information technology, academic affairs,

libraries, and administrative offices of colleges and departments. Previous literature on

institutional management and governance at universities [17][165][23] identifies a notably

broad agenda of work activities such as executive management, general administration, fis-

cal operations, academic affairs, and community relations. Our use of the term ‘institutional

support’ refers only to institutional efforts for technology-based support of teaching and

learning.
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Through a pilot survey aimed at Virginia Tech Division of IT and TLOS staff in 2024,

we sought to understand the broader work practice of institutional support, to highlight

the broad space of UX research and design opportunities in the domain, and to acquire

an up-to-date picture of institutional support strategies in the aftermath of strategic pivots

and reorganizations at TLOS. Using Hartson and Pyla’s UX evaluation framework [69], the

survey focused on work roles, impact areas, challenges, utility of novel technologies, and

personalization of support. 11 staff members across four teams (learning systems, support

services, instructional design, learning services) responded. Our findings are summarized in

table 1.1, and visualized in figure 1.2. Survey questions are presented in Appendix D.

The survey reveals four broad areas of work practice for institutional support: course re-

design and retooling, support allocation and management, outreach and tech-

nology evangelism, and program management, and five primary work roles (instruc-

tional designer, developer, project manager, communications, leadership) working together

to fulfill these work duties. We also asked our survey respondents to describe key barriers

to trust (competence, value-alignment) between stakeholders [117], which are noted in red

in figure 1.2. On the technology competence front, TLOS staff complain about anecdotal

LMS use reporting and difficulty to import legacy course materials. On the process compe-

tence front, many note a lack of central data governance and poor accounting of frequent

technology-related IT complaints as core challenges to trust. Finally, on the value-alignment

front, TLOS staff point to faculty’s research priorities, their view of compliance standards in

course development as tedious and unnecessary, and their lack of support for instructional

design programs deemed unpopular with department colleagues.

Lastly, we inquired our survey participants about their perceived overall utility of the fol-

lowing technologies and artifacts in addressing these challenges:

(a) LMS use analytics (understanding how thoroughly faculty uses Canvas services)
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Figure 1.2: The work practice of institutional support visualized: key roles, impact areas,
and barriers to trust (indicated in red).
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(b) Course personas (facilitating conversations between IT and department leadership us-

ing archetypes of successful courses, and best practices)

(c) Recommender system for Canvas (a delivery system for personalized micro-learning,

new tech demos, announcements, goals, assessments)

(d) Faculty relationship management (understanding which faculty members commu-

nicate with TLOS frequently, and why, including their response rates, competencies, needs,

communication preferences, common tickets)

(e) Decision analytics: Applying data analytics (causal inference, what-ifs) to infer opti-

mal strategies for hiring, staffing, material and human resource allocation in teams

Figure 1.3 reveals that 74% of our survey respondents perceived the utility of LMS use

analytics (74%) as the highest for instructional design and course retooling, 86% consid-

ered faculty relationship management as useful in helping evangelizing new technologies on

campus, and 79% described decision analytics (79%) as useful for support allocation and

management. For new tech evangelism, recommender systems were perceived as most useful

(80.5%) next only to faculty relationship management (86%). TLOS staff thus acknowledges

the usefulness of two key components of our design vision (figure 1.1): LMS use analytics and

recommendation for TEL, towards institutional support efficacy. We outline the primary

research questions of this dissertation as they pertain to theses technologies, as follows:

1.1.2 Learning Management Systems

Service-based learning management systems are, increasingly, the choice platform for pro-

ductivity, communication and assessment at institutions of higher learning [43], and they are

frequently employed to scale pedagogies across disciplines [142]. However, despite significant

previous work in learning analytics [10, 83, 102] over the past decade, prior research notes
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Figure 1.3: Perceived utility (% agreement) of artifacts and analyses to support instructional
staff at Virginia Tech (IT, TLOS) for the impact areas of course retooling, new technology
rollouts and evangelism, and support allocation and management.

the limited capacity of LMSs to evaluate the impact of student engagement, instructional

support, and faculty development on student outcomes [53]. There are several reasons. One,

the existing adoption studies rely near-exclusively on self-reported LMS use, and there is

no consensus on how to model frequent use-contexts of LMS-hosted native and third-

party educational apps. Two, multiple stakeholders [4][8] in the higher education domain

(faculty, students, instructional designers, LMS administrators, department leadership) have

overlapping, but by no means identical, requirements for data aggregation and reporting.

Three, a multitude of data sources (app metadata, course site content, team drives, social

media) provide challenging, ever-expanding volumes of data to analyze, with complex and

varied institutional, and governmental rules for access, analysis, and reporting. This iden-

tifies the first of our primary research questions (1.3.1): how can we identify the frequent

use-contexts of LMS apps, and their impact on learning outcomes?
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1.1.3 Educational Recommender Systems

Educational recommender systems (ERS or RS4TEL) are important facilitators of teaching

and learning practices [104]. Previous work in the area has revealed an impressive breadth of

their use-cases, ranging from suggesting learning objects personalized using learners’ brows-

ing history and preferences [94], to suggesting learning paths (sequences of learning objects)

within a course [34], to suggesting next-term coursework [54] and peers for group work [126].

It has noted their ability to successfully integrate with adaptive hypermedia [41], learning

management systems [37] and MOOC platforms [91] in order to filter and personalize ma-

terials, and support a variety of learning contexts (formal, informal, mobile, self-paced) and

domains (classroom, workplace). For the use-case of institutional support in higher educa-

tion, an educational recommender system aboard an LMS is less opaque, reaches a broader

audience, and allows more personalization and iteration of content policies compared with

traditional needs surveys and email campaigns. However, the domain of higher education

is noted for its risk-averse data use practices, administrative walled gardens, and editorial

prerogatives of faculty and department leadership [148][78]. Therefore, in order for this ca-

pability to be trusted by faculty across departments, we need to better understand faculty’s

initial trust perceptions and editorial intent.

For instance, figure 1.4 illustrates how different stakeholders allocate recommendation au-

thoring (seed) and editing (veto) powers. Almost all faculty (96%) allocate RS seed and

veto powers for faculty, while only 52% and 44% allocate the same for teaching assistants

and students, respectively. Almost all faculty (96%) do not support article vetoing by stu-

dents, and all stakeholders agree on decreasing overall editorial power for faculty, teaching

assistants and students, in that order. On the one hand, this underscores the importance of

stakeholder privacy in the domain as course staff contemplates higher algorithmic agency.

On the other hand, it points to the variety of stakeholder tasks, duties, roles, prerogatives
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Figure 1.4: Virginia Tech faculty, TA and students on allocating the ability to seed (left) and
veto (right) the recommendations for a ‘Suggested Readings’ recommender system aboard
Canvas. 44% of faculty in our survey assigned the ‘seed’ task to students, compared to only
4% of faculty who assigned the ‘veto’ task to students. See Section 4.3 for details.

and potential biases we need to account for in designing a reusable educational RS. Existing

RS work on trust or group dynamics generally does not grapple with differences in tasks and

prerogatives. Herein, we are motivated to ask our second and third primary research ques-

tions: how do we interpret stakeholder standards for, and inform the design of, trustworthy

educational recommendation, given a potentially uneven distribution of editorial authority,

such as between teachers and learners?

1.2 Thesis Statement

Scaling of institutional support in higher education requires (1) helping the support personnel

assess faculty’s LMS platform use and editorial intent, (2) creating a closed-loop process for

recommending personalized TEL/PD content based on faculty needs.
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Figure 1.5: Dissertation project structure and constituent study parameters.

1.3 Research Questions

In the previous section, we outlined three broad research questions (RQs) that inform three

constituent inquiries (Studies I, II and III) of the overall dissertation, respectively. We

describe these research questions, and their corresponding sub-RQs and hypotheses, in detail

as follows. Figure 1.5 outlines the overall structure of the dissertation project, and design

parameters for its constituent studies.

1.3.1 RQI: Understanding Faculty’s Learning Management Sys-

tem Use

What is faculty’s utilization of a learning management system (LMS) for a given course,

especially as a function of course context?
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DOU = f(course context) (1.1)

1. RQI-a: DOU = f(modality)

2. RQI-b: DOU = f(participation)

3. RQI-c: DOU = f(logistics)

4. RQI-d: DOU = f(outcomes)

The hypotheses corresponding to RQI are as follows.

(H1) Undergraduate courses have higher DOUs relative to graduate DOUs,

(H2) STEM courses have higher DOUs relative to non-STEM courses,

(H3) Online-only courses have higher DOUs relative to face-to-face courses,

(H4) Third-party app use significantly affects DOU,

(H5) Course DOU is linked to the #students enrolled full-time in the course,

(H6) Course DOU is linked to pageviews for the LMS course website,

(H7) Course DOU is linked to the average GPA awarded in that course, and

(H8) Course DOU is linked to the DFW rate of that course.

(H9) Course DOU is significantly linked to the #teaching staff members for the course, and

(H10) Course DOU is significantly linked to the instructor’s prior enrollment in on-demand

coursework for professional development.
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1.3.2 RQII: Understanding Faculty’s Editorial Intent and Trust

Perceptions for Educational Recommendation

How do faculty’s editorial preferences (trust intentions) for faculty, teaching assistants, stu-

dents, and RS algorithm vary as a function of trust beliefs and course contexts?

Recommendation preferences = f(DOU, course contexts) (1.2)

1. RQII-a: E-Auth = f((Stakeholdertrust))

2. RQII-b: E-Auth = f(DOU)

3. RQII-c: E-Auth = f(Course contexts)

1.3.3 RQIII: Supporting Faculty’s Delegation and Transparency

Preferences

How do the trust beliefs and intentions of course faculty vary with the use of transparency

affordances, and with course and platform contexts? How can we improve the process efficacy

of institutional support with these affordances and contexts?

RS trust beliefs and intentions = f(DOU, explanations, course contexts) (1.3)

1. RQIII-a: RS trust beliefs and intentions = f(explanations)

2. RQIII-b: RS trust beliefs and intentions = f(DOU)

3. RQIII-c: RS trust beliefs and intentions = f(course contexts)
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4. RQIII-d: Institutional support efficacy = f(DOU, trust intentions)

1.4 Dissertation Overview

The rest of this dissertation is organized as follows. Chapter 2 presents a review of related

works. Chapter 3 talks about understanding instructors’ frequent use-contexts of a learning

management system. Chapter 4 details an inquiry into the notion of editorial authority

and its relationship with trust perceptions for higher education stakeholders, and Chapter

5 examines the mechanisms to enhance editorial trust. Chapter 6 describes our conclusions

and directions for future work.



Chapter 2

Literature Review

2.1 Learning Management System Use and Contexts

We review the present state of related work in the evaluation of learning management system

(LMS) use as follows. This includes previous research in human factors of LMS adoption

(subsection 2.1.1), LMS success as an information system (subsection 2.1.2), facilitating in-

stitutional support and management (subsection 2.1.3) and student intervention (subsection

2.1.4).

2.1.1 Human Factors

There is considerable prior work on qualitative grounds for LMS adoption, like teaching

and learning efficiency, generational student expectations, and institutional expansion and

consolidation [30, 31, 121, 166]. For course instructors, the basic predictors of the pace of

LMS adoption are departmental affiliation (STEM vs. non-STEM, say) and course modal-

ity (online vs. face-to-face, say). West et al. [166] conducted semi-structured interviews

with 30 college instructors over two semesters, about primary use cases, teaching efficacy

and efficiency, and overall satisfaction with Blackboard LMS. The study identified so-called

‘integration challenges’: course instructors finding it difficult to integrate LMS services into

their teaching practices. This notion of ‘integration’ was echoed by McGill and Klobas [116]

16
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for the case of student adoption of WebCT, whereby students with a more favorable view

of the ‘task-technology fit’ of LMS services were more likely to have higher LMS utiliza-

tion. The authors also noted that instructor norms (instructor’s view of LMS usability,

support staff availability, and access to training resources) affected student utilization of

LMS services favorably. Following an institution-wide transition to Canvas LMS, Wilcox

et al. [167] surveyed user perceptions on frequent modes of use and platform limitations for

Canvas LMS. They identified a generation gap in expectations between students and course

instructors, wherein the pervasive student use of the mobile LMS app rendered a subset of

Canvas sites - designed by faculty members for the desktop - ineffective in navigation, flow

and content organization. We move this research forward by conducting a large-scale study

of staff needs (scale, interoperability, ubiquitous access) that have informed Canvas LMS

adoption across Virginia Tech.

2.1.2 Information Systems

Likewise, an information systems (IS) perspective on LMS adoption has been thoroughly

explored over the years [5, 6, 131]. A bulk of these studies apply and evaluate a canoni-

cal model of IS success first discussed by DeLone and McLean [38]. The model factorizes

the individual and organizational success of an IS into quality (system, information, and

service), use (utilization, intention of use) and net benefits (impact on overall satisfaction,

and intention of use) [39]. Adeyinka and Mutula [6] conducted a university-wide study of

IS success factors underlying WebCT adoption and operationalized LMS utilization using

nature of use (mandatory or optional), frequency of use, access and availability. They found

use and intention of use both to be strong correlates of WebCT success. Fathema et al.

[51] evaluated TAM using survey data on faculty and student attitudes about Canvas LMS

at two public universities. They discovered that system quality and user self-efficacy were
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strongly linked to system use and perceived usefulness. They also noted that system quality

is a multi-faceted notion that incorporates issues like design aesthetics, flexibility of access,

degree of customization, and multimedia support. Ngai et al. [124] reported a stronger effect

of the perceived usefulness and ease-of-use on system use relative to that of attitude (inter-

est expressed towards adopting a new system). These studies largely employ user-reported

system use in their analyses. Nonetheless, there are some early instances of LMS use mod-

eling such as Ozkan and Koseler [131], where study participants reported system use as the

number of hours spent daily, on course-related activities with U-Link using a desktop or

web application. We contribute a vendor-agnostic resource-specific metric of overall and

service-level LMS use.

2.1.3 Institutional Support and Management

Review studies by [155], [171], and [109] note that an instructive, albeit limited body of edu-

cational research exists on institutional and department-level inquiries into faculty mentoring

and professional development [19, 103], technical support [152], instructional consultations

[55], online teaching policies [90, 108], faculty incentive schemes [138], and support systems

for students [120]. The COVID-19 pandemic has brought renewed attention, for instance, to

faculty needs [164] that hinder the development of online and distance education coursework.

In a case study of obstacles to distance education [138], faculty and administrators cited the

need for instructional design and technical support to aid digital skills development, and

reduce the time overhead of course development. In [152], the authors found that technical

difficulties in a digital skills training lowered the participants’ test scores, and challenged

their pre-training motivation. They recommended organizations invest in technical support,

outreach to motivate potential learners, and interruption-free training environments. In com-

parison, a study by [90] examined frequent concerns voiced by administrators in selecting
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online technologies for post-secondary distance learning. Cost (time, money and manpower)

of delivery and support, especially at scale, was found to be the biggest concern, followed

by vendor lock-in, and inequities of technology access, especially for broadband internet,

among students. The authors noted that a lack of adoption models appeared to diminish

the administrators’ confidence in open-source software, and smaller institutions were more

likely to favor piloting open-source tools. They also found that institutions with stable en-

rollments were more likely to consider the effects of low-cost technology solutions on student

perceptions, relative to institutions with student retention challenges.

This research emphasizes adoption as a key administrative return-on-investment (ROI) met-

ric. It also notes that differences between stakeholder priorities and between technology

needs of course cohorts are often revealed and tested at scale. Our contribution to this

discussion is a vendor-agnostic adoption measurement and claim-testing strategy applicable

to any number of courses, staff-favored apps and support strategies. We contend that DOU

discourages balkanization of expertise and aids data analytic reuse with a tool for discussion

and consensus-building among stakeholders.

2.1.4 Learning Analytics, Intervention, and Recommendation

A discussion of the key drivers of learning analytics research in Ferguson [53] and Dawson

[35] notes how native LMS data analysis, visualization, and recommendation capabilities are

presently limited and far from being widely adopted. A lot of student activity is external to

the LMS, the data volume is huge and ever-expanding, and there is little standardization of

the data aggregation and reporting methods, viz-a-viz critical use-cases for all stakeholders

involved (faculty, students, instructional designers, LMS administrators, department lead-

ership). These problems persist even as in the past two decades, inroads in educational
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data mining [46, 139, 140] have helped advance the state of the art in predictive modeling

of student engagement, learning and achievement [18, 32, 33, 83]. Simultaneously, LMS log

data analyses have been used extensively to model student and faculty use-contexts [27, 115],

and to improve LMS features [52], often for specific disciplines and pedagogies [77]. Improv-

ing existing pedagogies, assessing learning outcomes and risk-of-failure for students [45, 80],

and recommending materials to support learning and course design [3, 37, 104, 119] are

formidable, well-studied research problems in the e-learning and higher education commu-

nities. One of the early instances of this approach is Course Signals at Purdue [10]. Course

Signals uses students’ course outcomes, frequency of interaction with the LMS (Blackboard

Vista), prior academic history and demographic information to ascertain a failure-risk mea-

surement. In [169], a short-term warning system for ailing students models the early-term

drop in clickthrough rates for modules of an online course. [102] describe a similar early-

warning system which identifies isolated students using an analysis of ego networks and

micro-communities of high-ability students on an online course forum.

However, a coherent framework for sensemaking of large-scale, multi-service LMS data is

essential to supporting adoption and trust [71] of these solutions at scale across courses,

departments, and institutions. We build on the reviewed works in this section to describe

a cohort analysis and policy claim testing approach. Instructional designers and depart-

ment leadership can use DOU to test the efficacy of faculty development initiatives, course

redesigns, teaching support, and LMS evangelism.

2.2 Modes of Editorial Trust in Recommendation

In this section, we review frequent trust domains and framings, existing models of delega-

tion in human-AI and team-AI collaborative work, and design of explainable recommender
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systems. We demonstrate why a view of recommendation trust and transparency linked to

editorial division of labor can further our understanding of organizational or work-based felt

prerogatives, and help remedy associated obstacles to trust.

2.2.1 Trust Domains and Framings

Trust is an umbrella term for several distinct if connected problems across fields as diverse

as recommender systems [159], information systems [117], user modeling [78], organizational

psychology [11], and game theory [20]. Algorithmic and heuristic models of trust often

inform interaction between human and software agents, for instance, in social and sparse

information graphs and recommender systems [112][64][74]. The user-experiential notion of

trust, in contrast, is typically operationalized as an individual or group attribute in relation

to a collaborative web-based system [117][95][96]. Group recommender systems [61][9] model

the consensus of independent recommendation users with distinct preferences and powers. A

subset of this work relies on social choice theory to find rating fusion schemes (most popular

items, least misery for group members, etc.) [24] while others [147] incorporate notions of

power imbalance and overlapping behavioral tendencies to yield consensus strategies.

General models of trust using a sociological, psychological, or game-theoretic lens have also

been well-studied over the years. These often model the risk assumed by a user in their trust

behaviors in relation to a market or a digital artifact, and the beliefs, attitudes, and intentions

that precede, inform, and moderate the perceived risk. McKnight [117] and Gefen [63]

study the qualitative factorizations of trust perceptions, such as competence, benevolence,

and integrity, for users of online legal advice and e-commerce websites. Mui et al. [122]

propose a computational model using the notion of ‘reciprocity’ (the bi-directional exchange

of favors or revenge) to infer social reputation and trust. Braynov and Sandholm [20] discover
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that a misrepresentation of agents’ trustworthiness or distrust can results in sub-optimal

degrees of social welfare, profits and cooperation in a bilateral negotiation game. Note how

aforementioned models often capture trust exchange between stakeholders, enhancing or

undermining their reputation, and by implication, trustworthiness of their social neighbors

in the process. In organizational psychology, studies of workplace attitudes [11][21] examine

trust as an antecedent cause, an outcome variable, a mediator, or a moderating influence.

2.2.2 Trust Beliefs, Intentions and Behaviors

An important qualitative factorization of trust is contributed by McKnight [117]. McKnight’s

meta-model posits that trust beliefs inform trust intentions, which in turn inform trust

behaviors. This meta-model borrows its canonical notions (beliefs, intentions and behav-

iors) from the larger social-psychological framework of Theory of Reasoned Action (TRA)

[56]. It further argues that disposition and institution are antecedents to trust beliefs.

We describe these notions in a recommendation context as follows.

Trust beliefs Trust beliefs refer to the user-attributed values or standards for a recom-

mender system. McKnight [117] observes that prior models of trust in information systems

can be grouped along three key dimensions (CBI): competence, benevolence, and integrity.

Competence is the ability of the trustee to fulfill the truster’s needs and objectives. Benev-

olence is the trustee’s inclination to care for and act in the trustee’s interests. Integrity is

the trustee’s inclination to be honest and true to their contract.

Trust intentions Trust intentions signal a user’s willingness to depend on the recommender

system, for instance, by providing personal information, following advice, or making a pur-

chase.

Trust behaviors Trust behaviors are user tasks performed (i.e. adoption or engagement) or
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risks taken (e.g, consumption and purchase behaviors) in response to information attained

via the recommender system.

Disposition and Institution ‘Disposition’ and ‘Institution’ describe two antecedents of

trust beliefs, according to McKnight [117]. These identify an individual’s general tendency

to trust people and institutions governing the recommender system (e.g., the web or an

LMS), respectively.

We propose a multi-target view of an individual’s trust perceptions towards domain stake-

holders. In a recommendation context, this requires modeling of (a) the degree to which this

individual believes each stakeholder possesses competence, benevolence and integrity overall

(trust beliefs), and (b) the RS editorial tasks of sourcing, vetoing, rating, and commenting

this individual assigns to all stakeholders (trust intentions). This model designates the rec-

ommendation algorithm as one of the stakeholders. Prior literature on anthropomorphism

in computing observes that users of a technology artifact form beliefs about trusting the

artifact that are similar in language and composition to their beliefs about trust of other

humans [88]. Study II survey and interviews suggest the same for stakeholders in higher

education (faculty, teaching assistants, students). Analyzing the trust perceptions of human

and machine stakeholders together can help assess how both reinforce or diminish each other

for different course and editorial contexts.

Why editorial authority? One, we find that there are distinct job-related roles, and an

informal editorial process of task allocation in the domain of higher education. In our survey

and interviews for Study II, we observe that stakeholders frequently refer to instructors’

prerogative in authoring and maintaining the recommended readings. It appears that all

stakeholders perceive distinct editorial roles and tasks implied by their job title, so it is

useful that a conceptual model of trust should contend with these roles and how tasks are

negotiated among them. We discover that these allocations are linked to trust relationships
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between the stakeholders.

Two, editorial intentions express the intent to trust. This is because trust intentions are

typically understood as the willingness to assume some risk in interacting with a digital

artifact. McKnight et al. note that the customer of an online retail system indicates their

trust by volunteering personal information or making a purchase. In higher education, a

faculty member can delegate recommendation authoring or editing tasks, with risks like

mishandling of student feedback, misinformation and spam, or absenteeism.

2.2.3 Delegation and Human-AI Collaboration

Existing literature in human factors, general automation, and human-machine systems has

long investigated the problem of allocating functions between humans and machines. Influ-

ential works in these fields have modeled this deference, or delegation to automation on a

spectrum ranging from machine non-reliance to machine autonomy [133, 150], and exam-

ined its efficacy as a function of task structure, machine ability, human cognitive needs,

control modalities, and trust [100, 127]. This research has journeyed into contemporary

investigations of human interaction with complex autonomous systems, in particular issues

of human-autonomy teaming (HAT), collaboration, task-sharing, and AI-assisted decision-

making [22, 47, 50, 59, 132].

Lubars and Tan [101] report trust and choice difficulty as most significantly correlated

with preference for optimal human-machine delegation across a diverse set of tasks (e.g.,

scheduling a business meeting, diagnosing flu, hiring a new employee, judging a defendant’s

recidivism risk, etc). Authors find trust beliefs of AI competence and value-alignment to

be significant influences on delegation preferences, but not the need for AI interpretabil-

ity, human motivation, and perceived risk. On the competence front, Fugener et al. [59]
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note that human ability and expertise (such as lack of metaknowledge) can affect delega-

tion efficacy and performance in image classification tasks. Similarly, Hemmer et al. [82]

similarly observe that task performance and task satisfaction for image classification im-

prove with AI-delegation, and both relationships are mediated by self-efficacy. However, as

Helberger et al. [81] observe in a case study of journalistic AI, selecting values and evalu-

ating alignment are complex challenges encoding domain-specific processes and stakeholder

needs. For instance, professional values of editors (transparency, diversity, autonomy) [89],

institutional editorial authority and process credibility [67], and consumer-centered values

of choice effectiveness and satisfaction all interact in determining long-term value for news

stakeholders. Technology-use values (for instance, privacy, sustainability, benevolence, in-

tegrity, etc.), and their interpretations and tradeoffs are often a function of the application

domain [72, 92, 144]. The emerging enterprise of value-awareness in recommendation [36]

highlights crucial perspectives for CSCW and HAT researchers on how to create long-term

stakeholder value and strengthen organizational trust and credibility. Influenced by these

works, we contribute DelMo, an AI-integrative, multistakeholder formulation of the dele-

gation of editorial labor in higher education, expanding on the task list examined in Hassan

et al. [78] (see Section 5.2.1 and Appendix D.2.2). This helps us systematically distinguish

between degrees of preferred editorial delegation for a multitude of higher education stake-

holders, and uncover the values influencing this consensus, especially in a power-asymmetric

context like a teacher-learner relationship.

2.3 Trust and Explanations

Explanations are a transparency cue used to communicate the intent and process of the

underlying recommendation algorithm [58], to persuade the user to participate (e.g. inter-
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act, share information, make a purchase) and increase their confidence in the recommender

system [156], or to explain the tradeoffs worthy of consideration in decision-making [162].

Explanations are routinely used to enhance the perceived explainability and user trust of

knowledge-based systems and decision support systems. Previous research on explanations

has evaluated their utility for an impressive breadth of recommendation use-cases (including

music, books, fashion, finance, health) and UX evaluation goals (transparency, trust, satis-

faction, persuasion) [28][44][62]. Several taxonomies of RS explanations have been researched

over the years [58][29][141]. A recent review of 85 foundational works in human-centered ex-

plainable AI [141] notes that effect of explanations on user trust is positive to mixed or

indeterminate, subject often to explanation type, application domain, and evaluation strate-

gies. There have been some recent investigations of trust and transparency in curation and

recommendation of learning materials [129][128][78]. Ooge et al. [128] evaluate the effect of

explanations on initial trust in an e-learning platform directed at adolescents. The authors

report an increase in multidimensional trust with explanations, but note a mixed overall

reception from users along with concerns of utility and degree of customization. In a related

work, they observe that visualizing the impact of RS algorithm control can enhance trust

perceptions of transparency regarding the e-learning platform [129].

It is not uncommon for contemporary XAI research to focus on supporting users’ knowl-

edge of system behavior [22][125][44]. Our research, in contrast, pursues their assessment

of the curators’ credibility, implied in the human-human and human-RS initial trust rela-

tionships, and the potential barriers to these relationships expressed in stakeholders’ need

for editorial transparency. Wang and Benbasat [162] examine common obstacles to trust in

recommendation agents, for instance, agency relationship and high choice discretion. Agency

relationships are characterized by asymmetry of information and goal incongruence between

users and the algorithm (machine stakeholder). In our work [78], however, we observe that
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in a higher education context, this agency relationship is not always perceived as a trust

obstacle by students, but a necessary feature of the prerogative of faculty as in-charge of

all course content. In Study II, we report obstacles to editorial trust expressed by faculty

(authorship burdens, risks of misinformation, student disengagement and disproportionate

attention to outcomes). We hypothesize that these obstacles point to underlying deficits in

perceptions of competence, benevolence and integrity among stakeholders, and explanations

are a potential remedy for these deficits.

Authorship cues (AC) signal the process (source, target, and rationales) of editorial judg-

ments about recommended course materials (“X% of faculty found this helpful for students

in explaining merge sort”). They can also potentially provide material evidence of student

participation, and by association, their competence and integrity in editorial matters, to

course staff. A reference to RS consumption patterns of high-scoring subset of students in

the social proof explanation is one way of harnessing the outcome bias obstacle to trust.

Item rationales (IR) can help reduce information asymmetry between stakeholders and the

RS algorithm by enhancing their knowledge about the sources and subject-matter relevance

of recommended items. Algorithm attributes (AA) highlight the RS algorithm’s capability

to, for instance, automatically flag and remove malicious content can potentially alleviate

the perceived misinformation risk in adopting a RS for high-enrollment courses.

2.4 Chapter Summary

We review literature on faculty needs driving the adoption of learning management systems

and educational recommender systems. We discover that existing models of LMS use largely

rely on qualitative self-reports, challenging their generalizability. We also discover that

trust is a foundational value for the output of an educational recommender system, and the
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editorial dynamics in the higher education domain call for a thorough, respectful assessment

of initial trust beliefs, knowledge curation prerogatives, and transparency expectations.



Chapter 3

Understanding Faculty’s Learning

Management System Use

Online learning management system (LMS) tools are, increasingly, the primary infrastruc-

ture for productivity, communication and assessment at institutions of higher learning. Mea-

suring their utilization and impact is thus, critical to assessing the efficacy of online teaching

and learning at scale. Existing models of LMS utilization, however, are largely qualita-

tive, opaque to individual LMS tools, and difficult to generalize to the needs of multiple

domain stakeholders. Study I proposes DOU (‘depth of use’), a novel method for computa-

tion of intuitive ordinal rankings (low, medium, high) of LMS utilization using instructional

design-driven taxonomies. DOU is based on a taxonomy of Canvas use motivated from a

series of informal brainstorming sessions with administrators of a DoIT/TLOS course de-

velopment program at Virginia Tech. The study proceeds to test hypotheses about the

relationship between DOU rankings and course meta-attributes (modality, participation, lo-

gistics, outcomes), followed by expert reviews. On the whole, Study I seeks evidence for the

efficacy of DOU in interpreting and supporting stakeholder decisions about adopting new

LMS tools (faculty), allocating institutional support (IT administrators), informing LMS

evangelism (instructional designers) and assessing administrative policy impact (department

leadership).

29
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Figure 3.1: Study I overview (clockwise from top left): LMS use taxonomy development
(Step 0), DOU estimation (Step 1), and hypotheses tests (Step 2). We estimate a Canvas
use score (overall DOU) for each course in our analysis. We then test hypotheses about the
relationship of DOU with course modality, participation, logistics, and outcomes. We also
identify key DOU applications areas (adoption analytics, support allocation). See Section
3.3 for the datasets and methods utilized in each step.

3.1 Study Objectives

To answer its primary research question (section 1.3.1), Study I proposes a novel measure-

ment model called ‘Depth of Use’ (DOU) [77]. This framework assigns an ordinal DOU

score of LMS use (low, medium or high) to each of forty-thousand college courses offered

between 2017 and 2019 at Virginia Tech. DOU uses a vendor-agnostic taxonomy of LMS use

developed in collaboration with Virginia Tech instructional designers. Figure 3.1 describes

the overall approach. We then hypothesis-test (ANOVA, multivariate regression analysis)
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these scores against course attributes like modality, participation, logistics and outcomes.

This helps determine the frequent contexts where faculty and staff might deem a subset

of LMS services effective. For instance, the study discovers a consistent impact of overall

LMS use on learning outcomes, and increasing reliance by faculty on tools that favor scale,

ubiquitous access and interoperability. Finally, we discuss three key applications of DOU,

to a) help faculty members assess the relative utility of LMS services and legacy apps, b)

aid instructional designers in measuring and improving the scope of interventions and LMS

evangelism, and c) help LMS administrators identify the technology needs of actionable low-

adoption cohorts. The framework forwards a multistakeholder view of LMS utilization, in

that alongside learning analytics, it supports claim testing and cohort analysis for policy

decision-making, an avenue with lesser treatment in educational research literature in the

last decade [109].

3.2 Depth-of-Use: Background and Definitions

In Spring 2013, the Division of IT (TLOS) at Virginia Tech began offering a course devel-

opment program for faculty interested in developing online, hybrid, and flipped classrooms

[12]. This program was structured as a semester-length course with faculty-designer interest

groups meeting weekly to design a new course, and building competency in topics includ-

ing active learning, self-paced modules, flipped classrooms, lecture capture, accessibility,

and copyright and fair use. Course faculty enrolled in the initiative worked on weekly as-

signments targeting syllabus review, assessments, online pedagogy, student and classroom

management, and alignment with learning outcomes. As Canvas emerged at Virginia Tech

[123] as the campus-wide LMS in 2015, TLOS commissioned Study I to evaluate the ef-

fectiveness of Canvas course sites emerging from the program. The first step of this study
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Table 3.1: A taxonomy of LMS use-contexts.

LMS Resource Use Context
Announcements (An) 0: None; 1: Placeholder announcements; 2: At least

one per week or course instrument
Syllabus (S) 0: None; 1: Syllabus under Files; 2: File previewed/em-

bedded under Syllabus
Discussions (D) 0: Discussions disabled; 1: No discussion activity; 2:

Discussion groups with activity
Assignment Delivery (Ad) 0: No assignments on LMS or placeholders; 1: Link to

DOC, ZIP or 3rd-party app; 2: Assignments fully hosted
on LMS

Quiz Delivery (Qd) 0: No assignments on LMS or placeholders; 1: Link to
DOC, ZIP or 3rd-party app; 2: Quizzes fully hosted on
LMS

Assignment Submission (As) 0: No file upload, likely paper or 3rd-party app; 1: LMS
file upload; 2: LMS text entry

Quiz Submission (Qs) 0: No online submission, likely paper or 3rd-party app;
1: Submission within LMS

Gradebook (G) 0: No grading activity in LMS; 1: Comprehensive grad-
ing for all assessments

Files (F) 0: No files; 1: Course resources under Files

(figure 3.1) was a series of informal brainstorming sessions with the program administrators:

three instructional designers, a director of learning experience design, and a director of IT

software development, who expressed two preliminary research objectives:

• Objective 3.A: Understanding the degree to which faculty participants were applying

the instructional best practices emerging from the program in their teaching practice,

• Objective 3.B: Understanding if faculty participants’ engagement with the program

was linked to an improvement in student engagement for their courses, relative to

non-participants,

In service of these objectives, the administrators expressed significant interest in devising a

course-level metric of user engagement with Canvas as a first step in creating a “performance



3.2. Depth-of-Use: Background and Definitions 33

Figure 3.2: Brainstorming session aids for Canvas depth-of-use development: three early,
data-driven attempts to capture Canvas use from the page request log ((a)-(c)), and a pre-
liminary model-driven summary of Canvas usage tiers ((d)).
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scorecard” for the program (figure 3.2). Weekly and monthly page request counts from

Canvas logs (normalized by course enrollment) were the initial metric of choice, followed by

page request compositions and semester-length timelines. The author recorded notes on their

laptop during the sessions. The administrators’ discussions centered on whether the metric

adequately highlighted the differences between cohort participants and non-participants, and

could facilitate conversations between designers and TLOS’s faculty clients - with a broad

range of quantitative competencies - on how best to achieve this improvement in student

engagement. Figure 3.2a through 3.2c illustrate the attempt to use (1) weekly course page

request counts, (2) department scoreboards, (3) page request categories, and (4) semester-

level page request time-series to highlight the distinctions between program participants and

non-participants, and identify popular Canvas services and use-patterns.

The designers noted how these aids created difficulties for their faculty clients on several

fronts:

• Defining a meaningful baseline LMS engagement is challenging with a continuous-

valued metric (“it is difficult to know if 50% Canvas site viewership is good enough”)

• Identifying the apps (LMS-native or third-party) most effective in teaching of a course

is not possible with site-level metrics (“overall site viewership does not tell us if the

syllabus page we helped faculty design is working for them”),

• Quick inference of best practices for faculty with low quantitative abilities is not made

easy with tables and charts (“not all faculty clients like numbers”)

• A variety of legacy tools are in use at different Virginia Tech colleges and departments,

and site-level viewership is not reliable in comparing Canvas use across departments

(“one department’s 50% Canvas use might be another department’s 25% Canvas use”).
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Based on this feedback, three key requirements emerged: the need for an ordinal metric

of LMS engagement instead of a continuous-valued one, the focus on taxonomizing

faculty’s Canvas use instead of all LMS users, and the flexibility to incorporate the use

of new tools and services. In the subsequent sessions, the research team therefore pivoted

away from aforementioned page request visualizations (figure 3.2a-c), and towards a potential

rule-based Canvas system of use applicable across departments. Figure 3.2d showcases an

early Canvas use taxonomy using three services (announcements, discussions, assignments).

In the final brainstorming session, we solicited a simple tabulation, or taxonomy (table

3.1), of the designers’ mental models of Canvas use, which we evaluated for consensus,

consistency, and accuracy. We used the final two questions listed in Appendix E.1 to create

an aggregate list of (a) how all participants taxonomized the use of LMS services, and (b)

how they preferred to pair them. This allowed us to iterate the taxonomy components (for

instance, in distinguishing assignment delivery from submission) as well as the pairing rules

(for instance, in distinguishing best-of the two from the average).

These considerations critically drive our ordinal, modular formulation of an LMS “Depth of

Use” metric. Table 3.1 outlines the final rules for “low”, “medium” and “high” use of seven

Canvas services (announcements, syllabus, discussions, assignments, quizzes, gradebook, and

files), and figure 3.3 describes how these rules are paired and aggregated to arrive at the

overall DOU ranking for the course. The taxonomy in table 3.1 forms the basis of the course-

level DOU measurement (in service of preliminary Objective 3.A), which is evaluated for

its relationship with course participation, modality, logistics, and outcomes (in service of

preliminary Objective 3.B). These two preliminary objectives come together to identify

our primary research question for Study I (Section 1.3.1).
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Figure 3.3: DOU Estimation: identifying DOU scores for individual LMS tools using the
taxonomy identified in table 3.1, and assembling them (best-of/average) into the overall
course DOU (equation 3.1).

Definition We define depth-of-use for an LMS resource Ri as a simple logic rule DOUi of

the form (R == ki) where ki is a whole number. For instance, per table 3.1, (An == 1)

for a given course implies some use of announcements (placeholders or class schedules, no

instructor or TA activity). A total of N resource DOUs are accounted towards each course.

As visualized in figure 3.3, the overall DOU for the course, DOUc is aggregated from the

resource DOUs as follows.

DOUC ≜ ζ(P1, P2, ..PM ′ , S1, S2, .., SN ′) (3.1)

where

Pij = βi

(
MAX

(
DOUi, DOUj

))
+ (1− βi)

(
ζ
(
DOUi, DOUj

))
(3.2)
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Figure 3.4: A simple illustration of how two LMS resource DOUs are paired using equa-
tion 3.2. In this example, assignment delivery DOU is 1 (link to DOC, ZIP or app), and
assignment submission DOU is 0 (no file upload, likely paper or app). (Left) Setting β to
0 computes the MAX of the two resource DOUs, which is useful when only one is needed
for overall DOU. (Right) Setting β to 1 computes the floored average, which is useful when
both need to contribute to DOU equally.

Equation 3.2 describes how two resource DOUs A and B are paired in Pi. We choose to apply

MAX() or ζ() by setting βi to 0 or 1, respectively. ζ() is the logic equivalent of a real-valued

floored-average AV G(X,Y ) function. Figure 3.4 illustrates this step for assignment delivery

(Ad == 1) and assignment submission (As == 0). MAX() assigns the output to the larger

of the two input contributions, hence P
(Ad,As)
i = 1. On the other hand, ζ() gravitates to

the lower of the two, hence P
(Ad,As)
i = 0. Picking βi = 0 implies that the instructional staff

intends to consider the MAX(), or the best of assignment delivery and submission DOUs

towards the overall LMS DOU. On the other hand, βi = 1 rewards contributions from both

DOUs equally, so both assignment delivery and submission need to utilize Canvas thoroughly

for a high overall DOU rank. Finally, in equation 3.1, we average all of the pairwise (P ), and

single (S) terms using ζ() to compute a final score (low, medium or high) of overall LMS

use. The findings in Section 4 are based on βi = 1 for pairwise DOU terms (Ad, As) and

(Qd, Qs), and βi = 0 for pairwise DOU terms (S, F), and (D, G). Note that DOU allows
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flexibility in both pairings and weights, to encourage research on the usability and perceived

efficacy of custom DOUs for a variety of tools and learning environments. In addition, table

3.1 is vendor-agnostic, in that it can measure the use of multiple LMS ecosystems, and

taxonomies for LMS resources can be added or subtracted on a need-basis.

Three important practical considerations emerge in the design of DOU. First, courses fre-

quently contain multiple delivery and submission types for assignments and quizzes. We

thus require the overall DOU criteria in the taxonomy to hold true for a simple majority (at

least 50%) of assignments or quizzes in the course. For instance, at least 50% of the course

assignments should be fully hosted on Canvas for the assignment delivery DOU to assume a

value of 2. Second, we define high discussions DOU (Ad) with the presence of one or more

live Canvas discussion threads (at least one post per week or course instrument), same as

the announcements DOU (An). These heuristics aid the overall parsimony and interpretive

power of the DOU taxonomy. Third, we do not incorporate issues of information quality and

use-quality for specific LMS tools, such as relevance and degree of reflection in discussion

posts, or the ease-of-use and diversity of assignment submission modalities (notebooks, error

logs, images, hyperlinks). These aspects are important to evaluate in faculty’s software use.

However, they pose significant challenges related to data sparsity (wide variation in data

availability across departments), need for domain knowledge (learning theories, objects, and

environments in use), and lack of feature parity across LTI apps, making the design of a uni-

fied taxonomy extremely challenging. DOU is envisioned foremost as a platform-level metric

of LMS use across departments, so we identify issues of information-quality and use-quality

as outside the scope of the current taxonomy, and reserve them for future work.
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Table 3.2: Key counts and DOU breakdown (% Lo, Med, Hi) for course cohorts in the
spring 2017 dataset.

Attribute # %
Overall 6117 58, 29, 11

Undergraduate 4470 56, 30, 12
STEM 3730 60, 29, 9
Online 981 54, 31, 13

Third-Party App Use 2124 34, 47, 18
Digital Skills Training 2286 55, 33, 10

Viewership (µ, σ) 682, 5e4 -
Enrollment (µ, σ) 49, 96 -

#TAs (µ, σ) 0.4, 2.8 -

3.3 Datasets and Methods

The first two steps in this study relied on a series of brainstorming sessions with IT personnel

(N=5), using aids visualized in figure 3.2. The notes collected during these sessions were

synthesized by the research team (dissertation author and a graduate student collaborator)

into design requirements using open coding and thematic analysis [107]. For the second

step, we used the final two questions listed in Appendix E.1 to create an aggregate list of

how all participants taxonomized the use of LMS services, and how they preferred to pair

them. This allowed us to iterate the taxonomy based on the data received (for instance, in

distinguishing assignment delivery from submission) and the pairing rules (for instance, in

distinguishing best-of the two from the average).

The third step of this study was a quantitative analysis of course metadata collected for

50000+ courses during the fall and spring academic terms between the years of 2017 and

2022 from Canvas, the enterprise LMS in operation at Virginia Tech. It is important to

note that a university-wide transition to online instruction in the spring 2020 academic term

in response to the COVID-19 epidemic makes the 2020 dataset unreliable for longitudinal
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analysis, hence excluded from our study. Table 3.2 lists key aspects of the 6117 courses

analyzed during the spring of 2017. For instance, 4470 (73%) of these courses are intended

for undergraduate audiences, 3730 (61%) courses deal with STEM content, and 5136 (84%)

use traditional, face-to-face instructional format. These majorities are also retained in each

of the three DOU groups as per table 3.3, with important differences. We used a combination

of manual and automated strategies (web scraping, entity resolution, and topic modeling) to

create LMS utilization metadata for each course. Key textual sources include, and are not

limited to, the Virginia Tech course catalog and historical timetable, Canvas page request

logs, course descriptions on the Virginia Tech website [86], as well as syllabus files and

assessment page content from Canvas course sites. STEM tagging of courses in the dataset

is in accordance with the DHS classification of STEM fields [158].

To answer our study research question (RQI), we begin by testing our hypotheses (H1 -

H10). DOU is ordinal and not normally distributed, so we use non-parametric Kruskal-

Wallis H-test [99], in addition to an independent two-sample t-test, for hypotheses with

discrete-valued meta-variables. Table 3.4 and figure 3.5 describe the outcomes of these tests.

We evaluate group differences in viewership and enrollment for each of low, medium and

high DOUs using one-way ANOVA (F-test). To expand our analysis, we then claim-test

each of the hypotheses against all constituent dimensions of DOU (tables 3.5 and 3.6). We

combine these hypothesis tests with frequency and cohort analyses to examine the needs of

the DOU use-case (adoption, support, learning outcomes).
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Table 3.3: Spring 2017: High, medium and low DOU group composition (%) by course and
instructor attributes.

DOU Undergrad STEM Online App use Skills
Low 69 63 16 20 35

Medium 75 60 19 55 42
High 83 52 23 57 33

Table 3.4: Spring 2017: Hypothesis-testing the relationship between LMS DOU and key
course attributes.

Hypothesis t F H
H1: Undergraduate 8.3** 68.4** 63.9**
H2: STEM -5.0* 25.1* 21.3*
H3: Online 3.6* 12.6* 12.1*
H4: App use 28.4* 8e2** 7e2**
H5: Enrollment - 73.8** 614.4**
H6: Viewership - 4.1* 0.9
H7: GPA - 7.4* 9.0*
H8: DFW - 6.9* 2.5
H9: #TA - 97.9** 1e3**
H10: Skills 1.5 2.3 6.3*
*stat. signif., α = 0.05, p <= α ∧ p > 1e−10, ∗ ∗ p < 1e−10

3.4 Findings

Modality (H1-H4)

As per Table 3.4, undergraduate courses have higher average DOUs relative to graduate

courses (t-statistic is positive), consistent with their higher average enrollment (61 as opposed

to 19 for graduate courses). As per table 3.5, undergraduate courses have higher relative

DOUs for announcements (F = 76.9, p < 0.01), grading (F = 119.8, p < 0.01) and online

syllabi (F = 30.2, p < 0.01), among others. Non-STEM courses feature higher use of the LMS

for assignment delivery (F = 32.8, p < 0.01) and submission (F = 24.1, p < 0.01), among

others. Traditional in-class instruction loses out to online-only courses in overall DOUs.
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Figure 3.5: Average DOUs by course attributes.

Online instruction is linked to in-depth use of online syllabi (F = 12.5, p < 0.01), as well as

assignment delivery (F = 14.9, p < 0.01) and submission (F = 14.2, p < 0.01). Roughly 70%

of each of low, medium and high DOU courses rely on third-party apps (table 3.3). Reliance

on third-party apps coincides with the use of announcements (F = 772, p < 0.01), gradebook

(F = 864.9, p < 0.01) and discussion forums (F = 181.9, p < 0.01), among others.

Participation (H5-H6)

Higher DOU courses feature larger overall enrollment (F = 73.8, p < 0.01) and viewership

(F = 4.1, p = 0.01), as per table 3.4. Both of these are strong correlates of LMS utilization

overall, and across a number of LMS resources considered individually (table 3.5). High

enrollment is linked to high use of detailed online announcements (F = 89.8, p < 0.01),

assignment delivery (F = 8.06, p < 0.01) and discussion forums (F = 8.75, p < 0.01), among

others. High site viewership is similarly linked to the use of syllabi (F = 3.2, p = 0.03),

assignment delivery (F = 4.4, p = 0.01) and gradebook (F = 8.6, p < 0.01), etc.
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Figure 3.6: Regression tests on DOUs scores with course attributes (modality, participation,
logistics, outcomes) as independent variables.

Outcomes (H7-H8)

The average course GPA is significantly linked to overall DOU as per table 3.4 (F = 7.4, p <

0.01), and the use of announcements (F = 5.5, p < 0.01), syllabi (F = 11.2, p < 0.01) and

discussion forums (F = 6.6, p < 0.01), among others. In comparison, DFW rate is a weaker

correlate of DOU (compare the magnitudes of overall F- and H-statistics). Smaller DFW

rates coincide with higher online quizz submission (F = 15.1, p < 0.01), announcements

(F = 4.7, p =< 0.01) and gradebook (F = 7.7, p < 0.01), among others.

Logistics (H9-H10)

As per table 3.5, the number of teaching assistants is significantly linked to higher DOUs for

announcements (F = 89.1, p < 0.01), discussion forums (F = 12.5, p < 0.01) and gradebook

(F = 179.8, p < 0.01). Participation in an online digital skills training program run by

Virginia Tech is not strongly linked to overall LMS use. It is nonetheless linked to higher

resource DOUs for discussion groups, syllabi, and files.
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Table 3.5: Hypothesis-testing: |t| and |F | magnitudes for the relationship between resource
DOU and course attributes (announcements, syllabus, files and assignment delivery).

Hypothesis An S F Ad

H1: Undergraduate 8.8*, 76.9* 5.5*, 30.2* 5.4*, 29* -1.3, 1.8
H2: STEM -1.5, 2.2 -5.8*, 33.4* -1.1, 1.1 -5.7*, 32.8*
H3: Online 1.5, 2.3 3.5*, 12.5* 2.2*, 4.8* 3.9*, 14.9*

H4: App use 27.8*, 772* 29.3*, 855.7* 29.2*, 854* 0.4, 0.2
H5: Enrollment - , 89.8* - , 77.9* - , 75.7* - , 8.06*
H6: Viewership - , 4.8 - , 3.2* - , 7.4* - , 4.4*

H7: GPA - , 5.5* - , 11.2* - , 4.6* - , 5.9*
H8: DFW - , 4.7* - , 11.5* - , 5.1* - , 4.2*
H9: #TAs - , 89.1* - , 79.4* - , 117.1* - , 0.74
H10: Skills 0.3, 0.1 3.8*, 14.6* 3.9*, 14.8* -0.4, 0.2

*stat. significant, α = 0.05, p <= α, F > Fcrit

3.5 Contributions and Implications for Practice

3.5.1 Helping Faculty Evaluate the Costs and Benefits of LMS

Tools

Evident from literature surveyed in section 2, LMS adoption is a complex process, geared by

the perceived quality of the overall system and the information it serves, as well as historical

differences in pedagogies, and faculty-perceived opportunity-cost of transition [166]. While

determining the relative contribution of each of these factors is an open research problem,

evidence in section 4 puts the needs for scale, interoperability, and ubiquitous access among

the most important potential correlates of LMS adoption.

Scale

As per figure 3.6, and hypothesis H1 in table 3.5a, larger class size coincides with higher

or ‘deeper’ use of announcements, most likely because mailing lists become increasingly
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Table 3.6: Hypothesis-testing: |t| and |F | magnitudes for the relationship between resource
DOU and course attributes (assignment submission, quiz delivery and submission, gradebook
and discussions)

Hyp. As Qd Qs G D
H1 2.4*, 6* 1, 1 -0.2, 0.1 10.9*, 119.8* -1.6, 2.4
H2 -4.9*, 24.1* -0.7, 0.5 -1.8, 3.2 0, 0 -10.3*, 105.7*
H3 3.8*, 14.2* 1.2, 1.4 0.4, 0.2 2.9*, 8.3* 8.5*, 72.1*
H4 -0.3, 0.1 -0.8, 0.6 -0.8, 0.6 29.4*, 864.9* 13.5*, 181.9*
H5 - , 14.4* - , 0.39 - , 4.82* - , 160* - , 8.75*
H6 - , 1.2 - , 0.02 - , 2.6 - , 8.6* - , 0.72
H7 - , 2.2 - , 0.78 - , 15.1* - , 7.7* - , 6.6*
H8 - , 2.6 - , 0.3 - , 15.7* - , 7.7* - , 4.05*
H9 - , 2.6 - , 2.6 - , 0.5 - , 179* - , 12.5*

H10 -2.7*, 7.5* -0.6, 0.3 0.3, 0.1 -0.1, 0 2.6*, 6.7*
*stat. signif., α = 0.05, p <= α ∧ p > 1e−10, ∗ ∗ p < 1e−10

inefficient and harder to organize and search at scale. Larger audience sizes also coincide with

more frequent LMS use for assignment submission and delivery. One key reason is that this

allows for a larger range of content to be submitted and greater flexibility in scheduling and

organizing take-home exams and offline evaluations. In comparison, according to hypothesis

H4 in table 3.5, the use of third-party apps coincides with that of online discussion forums,

but not for assignment delivery and submission. Services like Piazza are particularly favored

by faculty because of their advanced forum management, content processing and tagging

features, compared to the newer Discussions app aboard Canvas. Nonetheless, the largest

effect sizes for H5 (table 3.5) correspond to the use of gradebook, announcements, syllabi,

and files. Undergraduate, non-STEM courses are likely to utilize these LMS tools. These

courses are typically major-unrestricted, and enroll hundreds of students across multiple

sections in a given academic term. Hypothesis H9 (tables 3.5) suggests this also coincides

with higher numbers of teaching assistants. Early adopters in the instructional staff of these

courses especially gravitate towards basic housekeeping use-cases for LMS tools, such as

communicating class times, office hours, course milestones, and grades, whilst retaining their
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use of third-party apps (H4). Faculty’s ability to delegate administrative and technology

discovery tasks can thus critically help them balance their research and teaching duties and

potentially migrate to new tools as class sizes increase. Third-party apps with free tiers,

local authorship, and open-source communities remain consistently popular because of their

low overhead of initial setup. But, without adequate access to teaching assistance, scaling

the use of these apps to high-enrollment classes, managing student feedback, and providing

timely technical support are likely to remain challenging.

Interoperability and Ubiquitous Access

Intuitive, safe, and swift data transfer between educational apps is essential to minimiz-

ing faculty’s cognitive burden-of-discovery and strengthening institution-wide LMS adoption

rates. For instance, the enduring utility of Canvas’s file and assignment/quiz management

apps observed for Virginia Tech faculty is in part because of their easy integration with

grading apps. This lets course staff grade assessments without worrying about manual data

imports or data corruption. Figure 3.7 describes the frequently-used third-party apps at

Virginia Tech, Department of Computer Science, and the specialization areas of correspond-

ing courses. The commonly used services in these app-suites are discussion forums and

course content management (Piazza, Top Hat), exam management (WebCAT), program-

ming instruction and interactive visualizations (OpenDSA, BlockPy, CodeWorkout), etc.

Used frequently often by undergraduate courses on programming, algorithms and software

engineering, these apps do not affect course GPA and DFW rates (considered together or

individually) in the department. While they offer seamless integration with LMS tools for

course, student and exam management, many of these apps lack one-to-many LTI connec-

tions which allow cross-course access, collaboration and research features. This limits the

adoption of these apps beyond their parent departments and research groups [143]. Lack of
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Figure 3.7: Third-party app use at Virginia Tech by frequency of use and computing special-
ization areas. Discussion forums and course content management (Piazza), and programming
instruction (OpenDSA) combined account for nearly half of all third-party app use in Spring
2017.

essential interoperability and ubiquitous access features in an LMS (such as reusing legacy

materials in future iterations of the course) often restricts its use to housekeeping functions

(modest or one-off use of announcements, files, and gradebook), discourages research into

new pedagogies, and fuels poor returns on the institutional capital investment into LMS

tools.

3.5.2 Facilitating Institutional Support and Management

LMS administrators and instructional designers can use DOU to support departmental re-

source allocation, faculty development, course evaluation, and LMS evangelism. In this

section, we discuss our experiences with these DOU use-cases at Virginia Tech, and the

lessons learned.
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Table 3.7: Low-DOU course frequencies by context

Context % Context %
Lo #TA ∧ No app use 79 Grad ∧ Online ∧ Lo #TA ∧ No skills 71

Lo enroll ∧ Lo #TA ∧ No app use 70 Grad ∧ Lo #TA ∧ No skills 67
Undergrad ∧ Lo #TA 67 Grad ∧ Online ∧ Lo #TA 65

Resource allocation and professional development

DOU can inform the allocation of teaching support at the department or college level. It can

serve as a data-driven signal of the need for direct, personalized interventions or additional

teaching support for faculty micro-cohorts. For instance, in table 3.4, the hypothesis H10

brings the relative utility of a comprehensive professional skills program into question (com-

pared, for instance, to number of TAs in H9), as the cohort is at best indifferent to ‘deeper’

LMS use. A similar picture emerges in table 3.7 where high enrollment courses with little to

no teacher support staff results in a substantial fraction of low DOU courses (79.3%). The

availability of digital skills training does not affect the wide majority (about 70%) of these

courses. Low DOU courses often frequent the cohorts with low #TAs, and faculty training

alone does not appear effective in alleviating the cognitive burden of discovery required for

rapid adoption. We also observe, for instance, that according to hypothesis H7 (table 3.5),

higher average course GPAs and lower DFW rates are linked to higher quiz submission and

syllabus DOUs. Undergraduate management, leadership and policy courses make up 35%

of the course cohort with no online quiz submissions, while STEM undergraduate courses

make up a majority of high Canvas quiz submissions. Natural resource management (grad-

uate) and physics (undergraduate) courses make up 40% of courses with no online syllabi.

Identifying micro-cohorts with deficiencies in app-level LMS use can help colleges and de-

partments develop online training tools, allocate technical support esp. during a pandemic,

and improve outreach and faculty buy-in towards new LMS tools.
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Figure 3.8: LMS page request volume and types for the ‘junk-drive’ use-case. Page requests
for course A (top) occur around three key course milestone deadlines, and reflect a variety of
LMS resources (backup quiz submissions, show courses, create quizzes, show course activity
summary, show quizzes). Course B (bottom) uses the LMS site as a storage drive with no
student activity, with nearly all page requests belonging to a single category (show files).

Design assessment and LMS evangelism

DOU can point LMS administrators to faculty preferences about the use of LMS tools

and legacy apps, and their broader reasons like trade-off between teaching and research

responsibilities, faculty self-efficacy, and cognitive burden of discovery [31, 166]. It can,

therefore, inform the development of effective, closed-loop processes for (1) course redesigns,

(2) technical support allocation, and (3) software evangelism on campus.

Table 3.7 describes some example low-adoption cohorts which highlight the connection be-
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Table 3.8: Compositions of the junk-drive, gradebook-only and access-portal course cohorts
in Spring 2017. For instance, 42% of the gradebook-only cohort has a large class size, and
80% has low #TAs (if any).

Course attribute Junk-drive (%) Gradebook-only (%) Access portal (%)
Undergraduate 63 77 66

STEM 65 66 60
Online 12 12 15

3rd-party app use 18 58 100
Enrollment (Lo, Hi) 78, 21 57, 42 84, 16
Viewership (Lo, Hi) 36, 63 96, 3 98, 1

#TAs (Lo, Hi) 97, 2 80, 19 95, 4
Skills training 56 40 39

tween student viewership, course modality and logistics (low DOU courses are 58% of the

dataset overall). In an expert review session with five instructional designers at Virginia

Tech, we identified four distinct types of low-adoption use-contexts or “course personas”,

and their implications for design interventions: junk-drive, gradebook-only, access-portal,

and housekeeping. We review them as follows:

Junk-drive According to table 3.2, the overall frequency of low-DOU courses in the dataset

is 58%. Compare these with the frequency of low-adoption courses for several micro-cohorts

in table 3.7. These frequencies echo the connection between instructor and student en-

gagement and how key aspects of course content and logistics might affect the system and

information quality experienced by students while interacting with the LMS.

An interesting scenario emerges in the connection between viewership and DOU. Figure

3.8 visualizes the weekly average pageviews for two STEM courses with medium weekly

viewership and vastly different DOUs. The share of page requests by category (application

controller::action) reveals the differences in LMS utilization: course B is primarily being

used as a file drive despite having gone through design intervention. Course A, on the
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other hand, reveals heavy LMS use around two key deadlines for the course and a surge in

page views early on in the semester (corresponding to add-drop period for the term). We

identified 114 low-DOU high-viewership courses in the spring 2017 dataset. Table 3.8 details

their attributes. They are slightly more likely to be undergraduate and STEM courses,

and despite about half of them reporting digital skills training, only about 18% report the

use of third-party apps. Nearly all of these courses do not have teaching assistance and

the class sizes are mostly small, so there is evidence of instructor use or experimentation,

however preliminary, with native LMS services. This micro-cohort is an important example

of the potential for continual LMS evangelism and instructional support in order to drive up

adoption rates.

Gradebook-only According to table 3.8, exclusive use of the Canvas gradebook likely

coincides with medium to high-enrollment, undergraduate (77%), STEM (66%) courses,

with heavy reliance on third-party apps (58%), and an abundance of labs, recitations and

group projects. Digital skills training is particularly ineffective for this cohort, which brings

to attention its scarce teaching support staff (80%). It simultaneously points to the need

for design interventions that help reduce the cognitive burden of faculty looking to make a

fuller transition to LMS discussion forums, groups and assessments, especially at scale.

Access-portal This micro-cohort refers to course sites that are collections of links to third-

party apps. Per table 3.8, these courses are often undergraduate, STEM and unresponsive

to digital skills training. Such an extreme reliance on these apps is often a function of both

department-level precedents and faculty-perceived ease-of-use. This implies that a design

intervention for this micro-cohort should make a particular note of faculty’s technology

self-efficacy and access to teacher support (note the high fraction of low #TA courses) in

end-of-semester quality assessments.
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Table 3.9: COVID-19 pandemic response planning: overall course DOUs before and after
the institution-wide transition to emergency remote teaching at Virginia Tech (Spring 2020).

DOU Before transition to
remote teaching

After transition to
remote teaching

%
Change

Low 3932 3667 -6.49%
Medium 2365 2288 -3.26%
High 673 1004 +49.18%

Housekeeping This cohort of Canvas courses features heavy use of announcements, files,

and gradebook, with third-party apps for other course functions. These courses represent a

considerable fraction (nearly half) of Canvas late-adopters during the COVID-19 emergency

remote teaching era, and likely point to a lack of technical support or faculty’s low bandwidth

for outreach, especially beyond the IT/TLOS self-help resources.

Table 3.10: COVID-19 pandemic response planning: % change in course DOUs by LMS
tool after institution-wide transition to emergency remote teaching at Virginia Tech (Spring
2020).

DOU An D F S AD AS QD QS G
Low -7% -9% -4% -1% -13% -54% +20% -28% -4%

Medium -23% +63% - -0.7% -4% +12% +27% - -
High +44% +40% +6% +2% +15% +24% +30% +36% 6%

3.5.3 Planning the Pandemic-Era Transition to Remote Teaching

In the spring of 2020, an institution-wide policy of emergency remote teaching was rapidly

enacted by Virginia Tech IT leadership, in response to the COVID-19 pandemic. System ad-

ministrators began with a DOU analysis conducted at the beginning of the term to determine

key low-DOU course clusters (upper level STEM and general education coursework), frequent

high DOU LMS features (typically the ones with lowest cognitive burden-of-discovery like

files and gradebook), and frequent low DOU LMS features (quiz and assignment delivery).
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The administrators facilitated a rapid transition to remote teaching over a period of two

weeks by focusing their support on low-DOU instructors. They designed training sessions,

in-person consultations, and in-depth documentation focusing on delivery and submission of

assignments and quizzes via Canvas. According to table 3.9, the IT transition team was able

to increase the total number of high DOU courses by over 49%. Table 3.10 breaks down the

post-COVID DOU gains by LMS tools. Three key takeaways emerge. First, the smallest

gains were observed in files and gradebook modules, which hints at an abundance of junk-

drive and gradebook-only courses prior to the transition. Instructors new to an LMS tend

to first explore the tools they can utilize without significant cognitive effort. Second, the

team found that post-transition, instructors’ use of announcements (for bulk communication

within the LMS) and discussion forums (as a replacement for in-class, face-to-face interac-

tion) increased significantly (+44%, and +40%, respectively). Third, the increase in courses

with high DOUs for assignment delivery (+15%), assignment submission (+24%), quiz de-

livery (+30%), and quiz submission (+36%) is often at the expense of low DOU courses

in the same category. This suggests that in favoring online course assessments, Virginia

Tech faculty responded to the transition team’s focused development and support initiative.

While an uptick in overall DOUs is expected during a transition to remote teaching, we con-

tend that if the transition team had not been able to marshall their resources and provide

directed support based on DOU analysis, we would observe an abundance of low → medium

DOU growth. The instances of low → high and medium → high DOU growth suggest that

our pre-transition analyses facilitated an actionable assessment of key faculty needs and a

focused adjustment of the IT training and support regimen which maximized its impact.

To summarize, table 3.11 notes the potential areas of impact DOU-enabled artifacts we

present in this chapter for key impact areas of institutional support: instructional design,

faculty outreach, and support allocation. The UDC dashboard in table 3.11 refers to a
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Table 3.11: DOU impact areas for institutional support.

Impact Area, Design and Research DOU-Enabled
Job Tasks Objectives Artifacts+Analyses
Course redesign, Developing or evaluating a UDC dashboard
retooling, program course, course website, department/course personas
certification educational technology, or causal inference

learning environment decision matrices
Software rollouts, Developing or evaluating UDC dashboard
tech evangelism faculty outreach and structured rollouts

communication strategies personalized campaigns, con-
version analytics, IT CRM,
callback prediction

Support allocation, Designing the balance of UDC dashboard
project management institutional investment in

support vs. automation:
procurement, staffing

department/course personas,
multi-view ROIs

Figure 3.9: A development instance of the UDC Canvas Depth of Use dashboard, with
graphical (left) and tabular (right) views.
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dashboard summarizing the department-level and course-level DOU metrics, and their im-

plications for department leadership currently in development at Virginia Tech (TLOS), with

a production target of early Spring 2024 (figure 3.9).

3.6 Limitations and Future Work

Study I contends that a multitude of software services, and large volumes of user data make

it difficult to assess and improve the usability of LMS-hosted educational apps, support

pedagogy, and design meaningful interventions for at-risk students. To solve this problem,

a critical first step is to concisely describe how these software services native to an LMS are

utilized in aggregate by a university course. Study I thus proposes a novel method (DOU)

to convert expert-sourced taxonomies of LMS use into a single ordinal (low, medium or high)

ranking. The study then evaluates the relationship of LMS use and course attributes such as

modality, participation, logistics, and outcomes for nearly 20,000 courses between 2017 and

2019 to discover frequent use-contexts (study methods detailed in our ITiCSE’20 paper).

The hypothesis tests in Study I demonstrate that the DOU framework enables evidence-

based discovery of stakeholder needs in connection with the use of technology. For instance,

we discover that needs for scale, ubiquitous access and interoperability drive faculty use

of LMS tools. We also discover that DOU is frequently linked to better aggregate course

outcomes (GPA, DFW), teaching support, and third-party app use. Finally, we conclude

that instructional designers, LMS administrators and department leadership can use DOU-

based analyses to inform LMS evangelism, design interventions, professional development,

and pandemic response planning.

In depth-of-use, we devise a multi-factor, resource-specific view of LMS utilization. DOU

helps us examine a variety of use-contexts in faculty and student adoption of LMS services.

https://dl.acm.org/doi/abs/10.1145/3341525.3387375
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Our hypothesis-testing reveals that the needs for scale, ubiquitous access and interoperability

drive a broad swath of courses across departments towards higher LMS use. We also discover

that DOU helps us isolate low-adoption course cohorts, allocate institutional support, and

reflect on faculty preferences, technology limitations, and administrative policies that might

drive these cohorts. Our research aims to combine expertise from course planning, policy

design and quality assurance in order to test multi-level claims of efficacy and recommend

interventions that leverage the totality of contextual evidence of historical LMS use.

Our dataset and analyses describes all Canvas course sites commissioned during the fall

and spring terms of 2017 through 2022 at Virginia Tech. Its scope can be broadened in

several important ways. We examine these as directions of future work as follows. To aid

generalizability, we intend to reproduce our analyses for Scholar LMS - in use prior to Canvas

- at Virginia Tech. We also plan to compare our results with courses hosted aboard Canvas at

peer institutions. We hope to hypothesis-test DOU as a function of course modality (flipped

and blended classrooms [40]), and content and system quality (example pervasiveness [163],

cognitive task models [111, 134], early availability of course content, site aesthetics [110],

mobile platform support [26, 27] and accessibility [167]), specialized learning environments,

and funding inequities at the department and college level in order to analyze their impact

on the usability of LMS services.

We intend to expand the characterization of LMS use by resource (table 3.1) to include

the use of content recommenders. The domain of educational recommendation has a large

volume of literature on highly specialized interventions aimed at a multitude of use-contexts

[104]. Incorporating the use of topic, course and supplementary content recommenders in

DOU can help evaluate if a specific low-adoption cohort is responsive, in perceived ease-of-

use, novelty, trust and satisfaction [73, 75], to instructor-aided curation of study materials.

We also plan to account for user-activity within third-party apps hosted by the LMS. We



3.6. Limitations and Future Work 57

plan to collaborate with several app vendors to better understand the relative satisfaction

with interactional and content quality these apps might provide.

In recent years, educators and IT administrators have been widely interested in the use

of emerging tools like generative AI [105], virtual and mixed reality [135], and short-form

video [48] to support higher learning. These technologies present a promising array of use-

cases in teaching and learning, such as supporting sensemaking [153], productivity [161],

groupwork [85], and assessment [154]. We identify the development of DOU taxonomies

for these technologies, and validating their relationship with learning outcomes, as crucial

vectors of future work. These taxonomies can help instructors evaluate teaching efficacy, and

provide IT administrators with decision information on pilot testing, budgeting, licensing,

and infrastructure management for new software. We also envision a broader role for LMS-

hosted content recommender systems [104] as vehicles for faculty outreach, micro-learning,

professional development, and personalized technical support. We seek to evolve the DOU

measurement and validation strategies in this study to support these emerging technologies

at scale.

Finally, the scope of our analysis is interpretive in that it examines the observed LMS us-

age as a function of high-level course meta-characteristics. In our future work, we plan to

concurrently model instructor preferences, habits, and values that make up the said usage.

We plan to incorporate instructor work experience and familiarity with instructional design

practices in our analyses. We also plan to collect feedback from instructors and students, us-

ing semi-structured interviews and online academic forum analyses [76] for key low-adoption

micro-cohorts to better summarize and validate these reasons.
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3.7 Chapter Summary

In this chapter, we propose “Depth of Use” (DOU), a metric which summarizes course

faculty’s use of the learning management system (LMS) for instructional support providers.

It can help identify the needs and constraints driving faculty’s use of educational technologies.

It can also help manage the institutional support resources available to meet these needs.

Finally, it can inform the design of sensemaking and decision-analytic artifacts to support

the work of a multitude of higher education stakeholders, such as department leadership, IT

administrators, and project managers.



Chapter 4

Understanding Faculty’s Editorial

Intent and Trust Perceptions for

Educational Recommendation

Generating faculty buy-in in a novel recommender system (RS) for technology-enhanced

learning and instructional support is a non-trivial challenge. Previous literature on adoption

of information systems has long reported that humans treat recommendation agents as “so-

cial actors” and trusted objects [15][170], and this trust is inextricably linked to system ease

of use, degree of control, algorithm transparency, and trust in automation [136][84]. User

experiments with RSs typically assess the experiential notion of trust using the perceived

trustworthiness of the RS output. Algorithms for recommendation also frequently incorpo-

rate explicit and implicit signals of trust, for instance, the RS user’s interactional awareness

of their local neighborhood, or some consensus of the preferences of their self-reported, trust-

worthy friends in a social network at large [113]. While algorithmic awareness of a user’s

neighborhood is important for producing accurate recommendations, real life recommenda-

tion domains often involve user groups with differences in institutional, group, or task-based

roles, powers and prerogatives. Domains like higher education, sacred spaces, and news allo-

cate editorial prerogatives to a subset of stakeholders considered to be owners, gatekeepers,

or arbiters of domain knowledge [97][78]. For instance, faculty are considered responsible
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for executing the content policy for their course (textbooks, supplementary readings, au-

dio/video, software use, data practices) while observing the guidelines set by department

leadership, and can invite participation from teaching assistants and students in these de-

cisions [78]. IT administrators recommend, but do not typically compel the adoption of

educational software on faculty [42].

We therefore argue that recognizing the editorial power relationships between stakeholders

in the RS application domain is one way to begin to identify the broader context of trust

in the recommendation algorithm, and to expand the interpretive power of the RS output.

Study II examines Virginia Tech faculty, teaching assistants, and students’ preferences of

editorial authority and trust in algorithms, for a hypothetical ‘Suggested Readings’ recom-

mender system aboard a learning management system (LMS) course site. Using a simple,

first-principles metric of editorial authority (E-Auth), we hypothesis-test the relationship

between RS editorial task distribution and stakeholder trust. We then describe the top three

editorial roles (author, active viewer, viewer) allocated to students by course staff, and iden-

tify their frequent contexts, rationales, and RS use cases. Figure 4.1 provides an overview

of our study methodology, and the group attitudes and trust relationships we investigate.

4.1 Study Objectives

Outlined in the primary research question of Study II (section 1.3.2), the objective of Study

II is to understand the editorial preferences (trust intentions) of faculty, teaching assistants,

and students as a function of trust, specifically in the context of use of an educational rec-

ommender system. We aggregate four key RS tasks (seed, edit, refresh, and delete) using the

notion of editorial authority and measure its allocation among faculty, staff and students.

We then use analysis of variance (ANOVA) hypothesis tests to understand the relationships
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Figure 4.1: Study II overview: Recommendation stakeholders and their mutual trust beliefs
(bottodm), editorial trust intentions (top-left) and study methods (top-right).
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between editorial authority and stakeholder trust. We contend that these differences in edito-

rial authority - exemplified in an editor-consumer relationship between faculty and students,

for instance - are related to the trust both assign to each other and the RS algorithm. For

instance, faculty’s willingness to incorporate student and TA feedback into the RS algorithm

can point to a belief in editorial authority for multiple stakeholders, or regard for automation

in the longer-term.

4.2 Study Design: Editorial Authority, Trust and Al-

gorithmic Agency

4.2.1 Definitions

We define the ‘Editorial Authority’ (E-Auth) allocated to a study participant as a linear

aggregate of all editorial powers (seed, veto, rate, comment) they identify for their own user

group relative to all the other user groups. The individual editorial powers are represented

by binary (‘yes’ or ‘no’) votes. Consider equation 1 as follows.

E-Auth (Faculty → Students) = Seed Score +

Veto Score + Rate Score + Comment Score
(4.1)

For example, a faculty member’s choice to let the TAs and students seed RS articles will result

in a seed score of 2 (as in, the power to source recommended articles is shared with two

user groups). If this faculty member favors exclusive veto power for faculty, but retains the

rate/comment power for TAs and students, the veto score, rate score and comment score

would be 0, 2 and 2 respectively, with a final E-Auth score of 6 (normalized to a percentage
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Table 4.1: Key attributes of Study II survey participants

Role # # Male/Female # Departments # STEM
Faculty 27 13/14 16 17
Teaching assistant 6 4/2 5 6
Student 9 7/2 4 7

for our analyses). A small E-Auth score thus indicates that the course instructor might

minimize student participation to reduce the cognitive effort of managing student feedback

at scale, to prevent spam and inappropriate content, and to better align the course with

learning outcomes in a given degree specialization. In Study II, we evaluate the relationship

of E-Auth with participants’ trust attributions (single-item) towards course staff, students,

the recommendation algorithm, and automation.

4.2.2 Datasets and Methods

Study II was conducted in two steps (figure 4.1, study methods). The first step is a survey

with responses from 42 participants (27 faculty, 6 teaching assistants, 9 students). We

used single-item trust belief questions in this survey (5-point response item ranging from

low to high, normalized to a percentage). Survey questions are noted in Appendix D.2. The

second step is follow-up semi-structured interviews with 11 (6 faculty, 3 teaching assistants, 2

students) of the aforementioned 42, all affiliated with Virginia Tech, and interview questions

are listed in Appendix E.2. Table 5.2 details the attributes of Study II survey participants.

These faculty members, students and teaching assistants represent 16, 5 and 4 departments,

respectively. 30 of the survey respondents (17 faculty members, 6 TAs, 7 students) represent

STEM disciplines of study. We recruited participants on a rolling basis between August 2020

and July 2021, using convenience sampling and voluntary response sampling on departmental

mailing lists and Facebook groups.
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Figure 4.2: Editorial authority: Virginia Tech faculty, TA and students’ opinions on who
should be allowed to seed (left) and veto (right) articles for a ‘Suggested Readings’ RS. 44%
of surveyed faculty allocated the article sourcing task to students, but only 4% preferred
students participate in article vetoing.

For our analyses, Study II proposes a mixed-methods approach. We conducted hypothesis

tests regarding the relationships between our study variables (relative trust in algorithms,

automation, editorial authority) using one-way ANOVA (F-test). We also performed content

analysis [107] on survey responses and interview transcripts to identify frequent themes in

the study participants’ commentary regarding their preferred RS editorial tasks for each user

role.

4.3 Findings

Figures 4.2 and 4.3 illustrate key distinctions in the way Virginia Tech faculty, TAs and

students allocation RS editorial tasks to each other in the Study II survey. In figure 4.2,

nearly all faculty members allocate sourcing and vetoing tasks to themselves, but fewer (52%)

think TAs should seed RS articles and even fewer (44%) allocate this task to students. The

divide is quite apparent for vetoing, as all but one (4%) faculty member suggest that students

should not be able to instantly remove recommended readings. According to figure 4.3, about

75% of faculty (as opposed to all students) favor the idea of soft power for students: the
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Figure 4.3: Editorial authority: Virginia Tech faculty, TA, and students’ opinions on whether
students should participate in rating and commenting on the output of a ‘Suggested Read-
ings’ RS. For instance, 25% of surveyed faculty do not favor that students’ ratings influence
recommended articles, and 13% do not favor student comments.

Figure 4.4: Average trust of course staff, students, RS algorithm and automation. For
instance, an average student trust of 50%, 33%, and 52% is expressed by faculty, TAs, and
students, in that order.

ability to rate individual recommendations and let the algorithm update the relative location

of a recommended reading using group consensus strategies. 13% of faculty members and

17% of teaching assistants suggest that they do not favor students’ ability to submit feedback

about a recommended reading. According to figure 4.4 which illustrates trust relationships

between stakeholders, all survey participants allocate more trust to course staff than they

do to students and the RS algorithm, and faculty’s trust of automation is slightly lower than

that of students.
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Table 4.2: Key results from hypothesis tests about the relationship between E-Auth scores
(RS editorial authority assigned by faculty to students) and staff/student attitudes. ‘Course
staff’ refers to faculty and teaching assistants considered together. For instance, per H1,
teachers trust the RS algorithm less than teaching assistants, but according to H2, course
staff does not trust the RS algorithm any less than students do.

Question Category Hypothesis |F |

Trust in RS algorithm H1: Teachers trust the RS algorithm less than TAs. 6.49*
H2: Course staff trusts the RS algorithm less than students. 0.19
H3: All participants trust the staff more short-term. 10.8**
H4: All participants trust the RS algorithm more long-term. 6.3*

Automation H5: Staff trusts automation less in the short-term than students. 9.7**
H6: All respondents trust automation more long-term. 3.9
H7: Course staff trusts automation more long-term. 7.2**

Editorial authority H8: Higher student trust long-term is linked to higher E-Auth. 3.7*
H9: Lower average algorithm trust is linked to higher E-Auth. 6.5**
H10: Favoring high automation is linked to higher E-Auth. 0.52

*stat. signif., α = 0.05, p <= α ∧ p > 1e−10, ∗ ∗ p < 1e−10

Table 5.3 describes the results of hypothesis tests on key claims about trust in RS algorithm,

preference for automation, and aggregate editorial authority (see research questions RQ1-3

in section 3.2). We discover that overall, course staff (faculty and teaching assistants) tends

to be more risk-averse in its trust relationship with RS algorithm and automation than

students, favoring substantial human intervention in the sourcing, updating and removal of

recommended readings in the short-term. Here is a detailed breakdown of these results.

Trust in RS algorithm (RQ1, H1-H4)

We discover that teachers tend to trust the RS algorithm less than teaching assistants

(F = 6.49, p = 0.01). All user groups favor the role of course staff in ensuring trustworthy

recommendations short-term more than long-term (F = 10.8, p < 0.01). Similarly, all user

groups trust the RS algorithm more long-term compared to short-term (F = 6.3, p = 0.01).
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Table 4.3: RS editorial roles allocated to students. Editorial tasks essential to each role are
in bold text. Allocation refers to the number and fraction (%) of participants who chose to
allocate a given editorial role to students. Average E-Auth refers to the amount of editorial
authority assigned to students in each role. For instance, 39% of course staff favored students
provide input as active viewers (AV), assigning them 54% of the available editorial authority.

Editorial Editorial Average Overall Staff
Role Powers/Tasks E-Auth Allocation Allocation
Editor (E) Seed, veto, rate, comment 80% 1 (2%) 1 (3%)
Author (A) Seed, rate, comment 77% 17 (40%) 12 (36%)
Active Viewer (AV) Rate, comment 54% 17 (40%) 13 (39%)
Viewer (V) Comment 14% 7 (16%) 7 (21%)

Automation (RQ2, H5-H7)

Course staff tends to favor automation in recommendations less relative to students, espe-

cially in the short-term (F = 9.7, p < 0.01). Similarly, course staff favors automation in the

long-term more than in the short-term (F = 7.2, p < 0.01).

Editorial authority (RQ3, H8-H10)

Higher trust in students is linked to preference for higher student E-Auth scores in the long

term (F = 3.7, p = 0.03), hinting at a connection between perceived trust and editorial role

assignment. Similarly, lower average trust in RS algorithm is linked to preference for higher

student E-Auth scores (F = 6.5, p = 0.01). Preference for higher RS automation overall is

however, not linked to editorial authority (F = 0.52, p = 0.67).
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4.4 Contributions and Implications for Practice

4.4.1 Identifying Faculty-Preferred Editorial Modes for Students

In this section, we describe the top three frequently recommended editorial roles (author,

active viewer, viewer) for students, as allocated by our study respondents (table 4.3)

and examine their stakeholder trust (figure 4.5). Allocation refers to the fraction (%) of

participants who chose to allocate a given editorial role (and corresponding powers and

tasks) to students. For each editorial role, we also discuss the frequent themes (in bold text)

of the mediating trust relationships we investigate in RQs I through III. These emerge

from our content analysis, and they include, and are not limited to, differences in perceived

expertise, supporting learner engagement, and scaling the learning environment. These

editorial roles highlight distinct - if overlapping - user preferences that can suggest RS use-

cases for supporting both teaching and research.

“The author” (A): Everything except veto

According to table 4.3, 40% of participants overall, and 36% of course staff favored the

‘author’ (A) role for students. A-faculty members prefer sharing article sourcing, rating and

feedback responsibilities with students, but retain the veto power (i.e. the ability to instantly

remove a recommended reading for all RS users) for the primary course instructor, as well as

for the teaching assistants in a subset of cases. Survey respondents who prefer this editorial

role also trust automation more than other roles (figure 4.5). Table 4.4 lists the frequent

themes and course contexts for all RS editorial roles. In addition to citing their prerogative

being in charge of facilitating student learning, A-faculty members frequently cited the need

to moderate content and remove readings deemed irrelevant or malicious. According to
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Figure 4.5: Average trust as a function of preferred editorial roles allocated to students
(editor, author, active viewer, and viewer). For instance, staff trust is higher than algorithm
and student trust across editorial roles; and RS ‘viewers’ express an average student trust of
30%, whereas RS ‘editors’ express an average student trust of 61%.

one instructor: ”I worry about abusive behavior, unless it was clearly tracked” and this

would ”ensure the integrity of the course and the suggested readings”. They simultaneously

acknowledged the potential utility of student engagement in these editorial tasks, and

inquired about the ability of the RS algorithm to comprehend student needs early on (H1,

H4), especially in graduate, research-focused courses. One faculty member said that based

on her teaching experience, she perceived MS-level students to be resourceful and another

commented:

”.. if objectionable material was posted, I’d rather we use it as a discussion topic

rather than outright reject it.”

Soft power, as in the ability to rate (or ‘like’ and ‘dislike’) content as a signal to RS algorithm,

was frequently favored for students as a means of further engaging them with the course

content. An instructor said of soft power, ”I like the way the soft power idea will engage
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Table 4.4: Frequent course contexts, themes, and use-cases for RS editorial roles allocated
to students. For instance, study participants favored cooperative RS editorial models (E/A)
for small class sizes (typically graduate courses). Courses with a preference for lesser or
no student input (AV/V) have large class sizes (often undergraduate) and time constraints
defined by course content (STEM, professional diplomas).

Editorial Frequent Frequent RS
Role Course Context Themes Use Cases
E/A Graduate, student engagement, content teaching

Non-STEM moderation
AV Undergraduate, student disengagement, scale, teaching, professional

STEM outcome bias, content moderation development
V Undergraduate, student disengagement, scale, research, teaching

STEM content moderation

their minds and (aid their) learning”. This is consistent with hypothesis H8 and H9 in table

5.3. Teaching assistants often brought up the case of large course sections with multiple

instructors, and how TAs and students having article sourcing powers could potentially help

scale the teaching resources faster, and make them accessible to a larger subset of the student

population. According to one teaching assistant,

”.. course instructors may sometimes not know when to remove content unless

they are intimately familiar with it and know it to not be useful.”

Student participants in our study were, by-and-large, in agreement with course staff about

exclusive veto power for faculty and teaching assistants, especially because they felt that the

ability to seed, rate and comment on articles gave them ample opportunity to engage with

the course materials and RS authorship policies. As per one student: ”I feel anything that is

against the teaching of the class should be allowed and a respectful discussion should occur;

preferably in a forum setting.”



4.4. Contributions and Implications for Practice 71

“The active viewer” (AV): Rate and comment

Table 4.3 suggests that 40% of study participants overall, and 39% of course staff favor

an ‘active viewer’ role for students. This allocates the RS rating and commenting tasks

to students while reserving the sourcing and vetoing of suggested readings for course staff.

Members of this group frequently talk about the challenges of managing and responding to

feedback at scale, especially in undergraduate courses with multiple sections and hundreds

of students. One faculty member remarked about students not being able to seed or veto

suggested readings:

”.. (this is) just to be able to manage with a course that has 14-15 sections of 65

students each.”

This comment is not a lone anomaly. Over the last two years, the average undergraduate

course at Virginia Tech has 3.7X the class size of the average graduate course (66 and 17

students on average, respectively), with many first-year, major-unrestricted courses enrolling

several hundred students in any given term. It is worthwhile noting that AV-faculty members

do not seek a fully cooperative model of student feedback to solve this challenge in the manner

of A-faculty. Frequent reasons posited by faculty include perceived historical patterns of

student disengagement and exclusive attention by students to course outcomes, or the

outcome bias [73]. This bias is also known to affect student perceptions of instructors on

academic social forums like Koofers [1] and RateMyProfessor [2]. As one faculty member

commented,

”My experience has been that most students do not do more than what’s required

of them, unfortunately. They just want to know what they can do to earn an A

in class.”
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Another faculty member talked about the requirements of professional diplomas - dictated by

the rapidly evolving demands of the job market - as one key driver of student disengagement.

He noted that the ”fast pace and skill-focused curriculum” of professional diplomas (as

opposed to research-based degrees) made it difficult for students to spend time on optional

course content. In his experience, this had led to a substantial decline in student interaction

with the course LMS site, to the point where cooperative editing of recommended readings

seemed ineffective. In comparison, teaching assistants and students who favored the AV role

largely cited course staff’s need for moderating the RS articles for malicious behavior and

honor code violations. About the article rating task, one student commented that it will

”allow the instructor and TAs to see what’s most widely accepted”. Consistent with hypothesis

H7 (table 5.3), all participants expected the role of automation to be significantly higher

long-term in consolidating student updates to the recommendations’ rank order.

“The viewer” (V): Comment only

Study participants in this group favored the least egalitarian editorial model for recommend-

ing readings to students, and they have the lowest trust of students and automation relative

to other groups (figure 4.5) . 16% of participants overall, and 21% of faculty and teach-

ing assistants prefer no direct input from students in deciding the source and rank order

of recommended readings. Same as AV, this is frequently observed for faculty members

with undergraduate teaching responsibilities. This model considers student participation in

article sourcing, updates and removal to be unsustainable if not counter-productive. Faculty

survey respondents and interviewees frequently cited challenges of content moderation at

scale. One instructor of an undergraduate Computer Science class described the problem of

cooperative RS editing as analogous to the challenge of regulating discussion forums posts for

the 200+ enrolled students in her section. Drawing on instances of age-sensitive commentary
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by students about an automated grading software, this instructor suggested that comments

on recommended readings be invisible to fellow students by default. This would allow course

staff to remove malicious content and notify the students. Another course instructor in this

group complained ”.. unfortunately, students are often testing the limits of the honor code.”.

An Engineering instructor cited his time in the industry as having informed his singular

emphasis on problem-solving in teaching graduate courses. He mentioned he favored creating

and updating course assignments, projects, and exams without serious consultation from a

primary textbook. This, according to him, discouraged students’ use of online solution

manuals, better assessed their progress with course milestones, and ensured they learned a

precise set of Engineering skills without undue cognitive burden. Note the parallel with

AV-faculty’s rationale for the limited role of a ‘Suggested Readings’ RS in teaching courses

for professional diplomas. About restricting students to a comment-only RS editorial role,

he commented:

”It’s not so much that I want the control. It’s more that I don’t think that

should be there focus from an educational standpoint. I’m trying to get them to

comprehend some pretty intense Engineering and design concepts. I consider it

a burden for them to go out and find other resources. I really have to get them

to practice a lot of things over and over.”

As per table 4.4, several V-faculty suggested they might use the recommender system in

supporting research, as opposed to assorting readings for teaching purposes. The fre-

quently cited use-cases for such a recommender system were discovering research articles

beyond Virginia Tech library-indexed databases, and discovering topic overlap with other

research fields to inform literature reviews. It is worth noting that no teaching assistants or

students favored a V-role for students, hinting at a strongly asymmetric editorial relation-
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ship between faculty and students. A more rigorous evaluation of this power asymmetry is

left for future work.

4.4.2 Mapping Recommendation Needs

Recommender systems for education have fulfilled a variety of analytics tasks for the in-

dividual learner, interpretation and intervention, in-class and online [104]. However, there

is a pressing need for the educational RS community to recognize platform-level changes

in the domain. Recommender systems have to reckon with concerns of trust, efficacy, and

interpretation at scale. The different faculty-preferred RS use-cases in Table 4.4 (teaching,

professional development, research) begin to suggest for institutional support personnel a

need for flexibility and personalization in the selection and targeting of recommendation

tools towards faculty. As we observe in Study III later, these editorial modes (‘editor’, ‘au-

thor’, ‘active viewer’, and ‘viewer’) and their frequent rationales and use-cases are associated

with status-quos of specific initial trust relationships between faculty, teaching assistants,

and students. They can thus inform a variety of design choices (audiences, content, trans-

parency, preference elicitation) in the design of an institutional, closed-loop recommendation

strategy.

4.5 Limitations and Future Work

Our hypothesis tests and interviews in Study II reveal a spectrum of faculty’s editorial trust

intentions for students, ranging from conservative (students can view or rate recommended

course readings) to egalitarian (students can perform recommendation authorship and editing

tasks). Our preliminary study points to the link between editorial trust beliefs and intentions.
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However, our study survey relies on single-item trust attribution questions, which limits the

robustness of our findings. In Study III, we address these limitations by using a multi-target,

multi-belief trust survey based in McKnight’s typology [117] of trust beliefs (competence,

benevolence, integrity).

4.6 Chapter Summary

In this chapter, we learn that faculty’s allocation of editorial tasks to students in the context

of an educational recommender system is linked to the trust placed in both students and

the recommendation algorithm. We also discover that faculty express a range of preferred

modes of editorial autonomy for students, ranging from editorship (typically in graduate

STEM courses) to viewership (high-enrollment, undergraduate STEM courses). Faculty who

prefer RS editorship and authorship for students typically believe in an instructor-in-the-

loop content moderation model and a belief in creating initiatives for student engagement.

Faculty who prefer RS viewership for students tend to mention the risks of inappropriate

content (spam, misinformation), distraction from dictates of the curriculum, and a perceived

lack of student engagement.
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Supporting Faculty’s Delegation and

Transparency Preferences

In our previous studies, we discover that faculty’s preferred allocation of editorial tasks to-

wards students for educational recommendation exists on a spectrum. This allocation ranges

from viewership, where students can view suggested readings (and rate or comment on them,

in a subset of cases) but not create or remove them, to editorship where students are actively

involved in all or most authoring and feedback tasks. We also observe that the tendency

to allocate editorial tasks to students is linked to perceptions of trust towards students. In

Study III, we investigate if explanations, a transparency cue to describe stakeholder intent

for recommendation users, can improve trust, increase delegation, and facilitate reflection

across these editorial contexts. This helps UX researchers reflect on the right audiences,

content, use-cases, and process transparency for educational recommendation. We expand

on the design of Study II in two important ways. We include the RS algorithm as a stake-

holder in the notion of editorial authority delegation, and examine three key trust beliefs

(competence, benevolence, integrity) allocated between all stakeholders. This helps us probe

the complexity of the trust relationships driving faculty’s editorial intent.

76
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Figure 5.1: Study overview: relational attributes (trust perceptions, allocation of editorial
tasks in recommendation), personal attributes (transparency affordances, trust propensity,
expertise, leadership), stakeholders, and evaluation methods.

5.1 Study Objectives

Study III evolves the notion of editorial authority (E-Auth) from Study II into a multi-

stakeholder, AI-integrative notion of delegation we refer to as DelMo (“delegation model”).

It further investigates the distribution of trust beliefs of competence, benevolence, and in-

tegrity for our study stakeholders (faculty, TAs, students, RS algorithm). It examines our

stakeholders’ preferences for transparency in recommendation for TEL, their connections

with delegation, and their ability to facilitate trust, reflection, and evolution in delegation

preferences. The study concludes with a synthesis of best practices for the design of trust-

worthy recommender systems and effective institutional support, in view of faculty’s LMS

use and intent to delegate.

5.2 Study Design: Delegation, Trust, and Transparency

In this section, we introduce our study variables (visualized in figure 5.1) and primary

research questions. The study variables include (a) preferred modes of delegation of editorial
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Figure 5.2: The delegation mode (DelMo) from the reference point of one (or multiple)
stakeholders is the sum of # tasks allocated to every other stakeholder, weighted by the #
tasks allocated to all stakeholders. In this example, DelMo is depicted from the reference
points of staff (left) and faculty (right). Recommendation tasks of seed, veto, rate, comment,
refresh and respond are indicated by S, V, R, C, Rf and Rp, and staff refers to faculty and
teaching assistants considered together. Note that both of these DelMos can be calculated
for each individual respondent in our study.

tasks, (b) trust beliefs pertaining to RS stakeholders, and (c) transparency affordances. The

research questions RQs I - III, in turn, investigate frequent patterns and linkages pertaining

to these variables.

5.2.1 Modes of Editorial Delegation

The “delegation mode” of RS stakeholders (one or multiple) in set REF, notated as DelMoREF,

as the sum of # tasks allocated to every other stakeholder, weighted by the # tasks allocated

to all stakeholders. Six recommendation tasks (seed, veto, rate, comment, refresh, notify, see

Appendix D.2.2) are drawn from prior literature [78]. Equation 5.1 represents the delegation

metric for all stakeholders in the set REF⊂U, where U is the set of all RS stakeholders.
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DelMoREF =

∑
i∈(U−REF ) Ni∑

i Ni

(5.1)

This simple metric helps us assess how every study participant allocates editorial tasks

to faculty, TAs, students, and the RS algorithm. Figure 5.5, for instance, reveals that a

disproportionately large share of recommendation vetoing in our study survey is assigned to

faculty, but not to students. These study participants, therefore, favor an egalitarian mode

of delegation for faculty, and a conservative mode of delegation for students.

Figure 5.2 visualizes the delegation metric DelMoSTAFF for REF = {Faculty, Teaching

Assistants}, and DelMoFACULTY for REF = {Faculty}. Here, U = {Faculty, Teaching

Assistants, Students, RS Algorithm}. In this illustration, students and RS algorithm can

perform two tasks each (rate and comment on recommended readings), TAs can perform

four (seed, rate, comment and respond), whereas faculty can perform all six. Therefore,

DelMoSTAFF is 4 divided by 14 (28%), and DelMoFACULTY is 8 divided by 14 (57%).

Intuitively, the delegation metric is a simple fraction of editorial tasks handed away from

stakeholders in REF, such as staff and faculty in the example above. We identify respondents

as ‘Egalitarian’ and ‘Conservative’ in the editorial process if their DelMo is above or below

the population median, in that order. We focus on DelMoSTAFF for the remainder of our

study, because it models how tasks are handed to stakeholders without an instructional

prerogative (students, algorithm).

5.2.2 Trust Perceptions and Transparency Affordances

Our study examines three key trust beliefs (competence, benevolence, integrity) identified

by McKnight et al. [117], about faculty, teaching assistants, students, and RS algorithm.

In the context of our study, the competence of a trustee refers to their adequate knowledge
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of course topics and their ability to help curate course readings. Benevolence refers to their

good intentions, and the tendency to appreciate and advance the interests of the truster. For

instance, faculty’s interests can include fulfilling the learning objectives of a course, meeting

professional curriculum standards, managing large classes, and ensuring student safety and

privacy. Integrity refers to the strength of the trustee’s moral principles and attitudes. Trust

relationships are assessed by the relative magnitudes of these three beliefs between any two

stakeholders. This allows us to evaluate asymmetry in these relationships: instances where

one stakeholder confers trust more than it assesses it for oneself (Section 5.4.2). We also

contend that editorial intentions express the intent to trust. This is because trust intentions

are typically understood as the willingness to assume some risk in interacting with a digital

artifact. McKnight et al. [117] note that the customer of an online retail system indicates

their trust by volunteering personal information or making a purchase. In higher education,

a faculty member can delegate recommendation authoring or editing tasks, with risks like

mishandling of student feedback, misinformation, spam, data loss, or absenteeism.

We evaluate three key RS transparency affordance groups: authorship cues (AC), item

rationales (IR), and algorithm attributes (AA), each with three constituent types described

in Table 5.1. AC represents transparency cues about the process of curating course materials,

AA highlights RS features and capabilities, and IR emphasizes content-quality and use-

quality cues. Figure 5.3 provides sample illustrations of each transparency affordance group,

as presented to our study participants.

Three different types of explanations in the educational recommendation context are assessed

in this study:

• Authorship Cues: ‘30% of your classmates found these useful’

• Item Rationales: ‘further reading on binary search from week 2’
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Figure 5.3: Sample illustrations of transparency cues centered on recommendation rationales,
process, and features provided to study participants, in that order: (Top, left) item rationales
(IR), (top, right) authorship cues (AC), (bottom) algorithm attributes (AA)
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Table 5.1: Key transparency affordance groups and types examined in our study, with
examples.

Group Type Motifs, Topics, Examples

Authorship Source + target + topic “X% of faculty found this helpful for students in explaining
Cues merge sort”
(AC) Source + target “X% of faculty found this helpful for students”

Source “X% of faculty found this helpful”

Item Course deliverables “HW1”, “Final Project”, “Extra Credit Quiz #2”
Rationales Types + topics “Research article”, “Book chapter”, “UX design”
(IR) Time investment “30 min read”, “7 min skim”, “Difficulty: medium”

Algorithm Control methods [Hyperlinks to RS setup: access, editing, notifications]
Attributes Quality concerns [Safety how-tos to prevent data loss, spam, misinformation]
(AA) Time investment [RS setup and maintenance time]

• Algorithm Attributes: algorithm capabilities, conventions and constraints

The study objectives are as follows:

(I) Assess if authorship cues are perceived as more effective than item rationales and algo-

rithm attributes,

(II) Assess the distribution of initial trust relationships (competence, benevolence, integrity)

between higher education stakeholders,

(III) Assess if the RS editorial trust intentions (allocations of seed, veto, rate, comment,

refresh and notify tasks) expressed by stakeholders are linked to their mutual initial trust

relationships,

(IV) Assess if RS transparency affordances (authorship cues, item rationales, algorithm

attributes) are perceived to facilitate reflection and nudge editorial preferences,

(V) Assess how LMS platform contexts and editorial intent for educational recommender

systems can jointly assist with the design of effective institutional support and establishing

or reinforcing stakeholder trust
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Table 5.2: Key counts for our study survey sample. Department counts (overall, STEM)
appear in parentheses next to phase totals.

Stakeholder All Participants Authorship Cues Item Rationales Algorithm Attributes
# (Dept, STEM) (AC) (IR) (AA)

All 501 (74, 53) 148 200 153
Faculty 29 (36, 26) 9 9 11
TAs 35 (21, 17) 9 7 19
Students 437 (43, 33) 130 184 123

5.3 Datasets and Methods

Study III was conducted in three steps (figure 5.1). We recruited participants for all three

steps on a rolling basis during the Summer I, Summer II and Fall academic terms, between

April 2022 and May of 2023. We leveraged convenience sampling and voluntary response

sampling on departmental mailing lists and Facebook groups for recruitment purposes, and

solicited participants’ consent to participate in the interview stage in the concluding section

of our study survey. The faculty members, students and teaching assistants who participated

in our survey represent 74 departments in total. 53 of these 74 departments represent STEM

disciplines of study.

The first step is a cross-department survey at Virginia Tech, with 501 participants (29 faculty,

35 teaching assistants, and 437 students). The survey covers trust beliefs, intent to dele-

gate, transparency affordances, preference for automation, expertise, and leadership. The

trust questions are based on McKnight’s typology of trust beliefs (competence, benevolence,

integrity) [117], with 9-point Likert-style response items (strongly disagree-strongly agree).

Sections 2.2.2 and 5.2.2 dive deeper into these trust beliefs in the context of educational

recommendation. Survey questions are outlined in Appendix D.2. We distinguish between

(1) overall trust for a given cohort as % agreement in the cohort (% of individuals in the

cohort with strong or partial agreement in all three trust beliefs), and (2) individual trust as
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average agreement level across beliefs. While we report both in Study III, we use the latter

for our hypothesis tests to avoid potential biases in the first from bucketing and aggregation.

We perform hypothesis tests to assess the relationships between our study variables using

one-way ANOVA (F-test). Table 5.2 details key attributes of respondents in the survey.

The second step is the analysis of transcripts and notes from follow-up semi-structured in-

terviews with 18 participants (6 faculty, 3 teaching assistants, 9 students) and responses to

open-format questions from the previous step. Appendix E.2 outlines the interview ques-

tions. We perform thematic analysis and affinity diagramming [69] on survey responses

and interview transcripts to understand respondents’ frequent rationales for their preferred

delegation modes, trust relationships, and transparency affordances (highlighted in bold in

Section 5). Figure 5.4 illustrates this process. These analyses also help us synthesize design

guidelines for trustworthy educational recommendation and institutional support.

The third step is a small-scale survey of Virginia Tech DoIT/TLOS staff members (N=13) on

their policy preferences for RS audiences, content, and transparency. Appendix D.3 describes

the survey questions used in this step.

5.4 Findings

Figure 5.5 outlines key distinctions in the way faculty, teaching assistants, and students al-

locate recommendation tasks. Fewer than half of survey respondents assign recommendation

veto-ing to teaching assistants, and fewer than a quarter to students and the RS algorithm.

There is considerable consensus among all stakeholders on near-exclusive article vetoing by

course instructors, and in a small subset of cases, by course staff. Teaching assistants often

allocate seed and veto tasks near-exclusively to instructors, however, they express greater in-

tention to delegate relative to instructors for the rating and commenting tasks. On average,
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Figure 5.4: Thematic analysis of Study III survey comments and interview transcripts
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Figure 5.5: Initial task allocations preferred by stakeholders (instructors, teaching assistants,
students) in our study. For instance, 93% of faculty think faculty should seed recommenda-
tions, whereas 31% think students should. 90% of faculty assign the RS veto task to faculty,
whereas 24% assign it to teaching assistants and only 3% to students or the RS algorithm.
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Figure 5.6: Trust beliefs of competence, benevolence, and integrity about all stakeholders (%
agreement). For instance, all survey respondents express the least trust in the RS algorithm
relative to other stakeholders, and student benevolence is ranked lower than their competence
and integrity.
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Figure 5.7: Trust levels allocated to Study III stakeholders (faculty, teaching assistants,
students, RS algorithm) as a function of DelMo (conservative and egalitarian modes).

students have higher preference for delegation relative to course staff but their allocations

can be equally selective. Finally, all respondents perceive content tags and social proof as

more useful, effective and trustworthy, relative to algorithm primers. Table 5.3 outlines the

results from key hypotheses pertaining to study RQs I-III.

Delegation (RQI, H1-H3)

We learn that faculty tend to delegate editorial tasks less than teaching assistants and stu-

dents (F = 6.6, p = 0.01). Teaching assistants, however, do not delegate editorial tasks

less than students (F = 0.36, p = 0.54). This preference for delegation is positively corre-

lated with perceived expertise in recommendation algorithms, and graduate students express

higher preference for delegation relative to undergraduate students.
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Table 5.3: Key results from hypothesis tests about the relationship between delegation and
trust perceptions. ‘Course staff’ refers to faculty and teaching assistants considered together.
For instance, according to H1, faculty have a lower tendency to delegate RS editorial tasks
compared to students and TAs. However, according to H3, TAs do not prefer to delegate
less than students do.

Research Questions Hypotheses |F |

(RQI) H1: Faculty prefer to delegate less than TAs and students do. 6.6*
Delegation H2: Preference for RS delegation increases with perceived RS expertise. 6.1*

H3: TAs prefer to delegate less than students do. 0.36

(RQII) H4: Faculty prefer to trust stakeholders less than TAs/students do. 18.6**
Trust H5: Faculty tend to trust RS algorithm less than TAs/students do. 31.6**
Perceptions H6: Faculty believe in student competence less than TAs/students do. 14.3**

H7: Faculty believe in student benevolence less than TAs/students do. 31.7**
H8: Faculty believe in student integrity less than TAs/students do. 1.1

(RQIII) H9: Delegation to students/RS algorithm increases with increase in
Delegation trust placed in students/RS algorithm. 8.36**
& Trust H10: Delegation increases with propensity to trust. 0.15
*stat. signif., α = 0.05, p <= α ∧ p > 1e−10, ∗ ∗ p < 1e−10

Trust beliefs (RQII, H4-H8)

Faculty tend to trust stakeholders less than teaching assistants and students, both overall

(F = 18.6, p < 0.01) and in competence (F = 14.3, p < 0.01) and benevolence (F = 31.7, p <

0.01) beliefs regarding students. They do not have a significant gap in their assessment of

student integrity than students and teaching assistants do. Figure 5.5 illustrates that student

benevolence, in particular, is assessed to be about half that of other stakeholders. Finally,

faculty are typically more hesitant about algorithmic agency in the short-term, although

many are open to automated recommendations in the longer-run.

Delegation and stakeholder trust (RQIII, H9-H10)

Higher trust in students and the RS algorithm trust is linked to higher tendency to delegate

editorial tasks in their favor (F = 8.36, p < 0.01) for all stakeholders. Individual propensity

to trust, however, is not directly linked to the tendency to delegate. Figure 5.7 illustrates
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the relationship between trust allocations to Study III stakeholders as a function of editorial

modes (conservative and egalitarian). Egalitarians tend to have higher trust for students

and the RS algorithm relative to conservatives. Table 5.4 identifies the permutations, or

arrangements of editorial roles most commonly preferred by faculty members. The top

two (accounting for 34% of the faculty members) are conservative towards students and

the RS algorithm, whereas the next three (accounting for 23% of the faculty members) are

egalitarian. We review the frequent rationales and motivations for these editorial contexts

as follows. Note that in this section, primary themes from our content analysis appear in

bold text, and stakeholder identifiers (S, TA, etc.) appear alongside key quotes pertaining

to the primary themes.

5.4.1 Delegation Preferences: Conservative, Egalitarian

“The Conservatives”: role-preserving mode

Study participants who favor this mode of delegation assign recommendation rating and

commenting tasks to students and RS algorithm, and retain article seed, veto, refresh and

respond tasks for faculty or teaching assistants. According to table 5.4, a total of 34% of

faculty and 20% of students favor the two conservative editorial arrangements at the course

level. The first allocates faculty as the sole “Editor” and the rest of the stakeholders as

“Active Viewers”. The second allocates faculty as the sole editor, but allows teaching assis-

tants to author recommended readings. Both arrangements restrict article vetoing to course

faculty. Our content analysis reveals that stakeholders cite instructor prerogatives and

competence as the most common reason for their preferred delegation modes (table 5.4).

They argue that it is crucial for faculty to maintain near-exclusive authorship privileges for

their courses, because they are responsible for decisions on course curricula. The second most
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frequently-cited rationale for limiting RS authorship to course staff is presumed authorship

responsibilities and burdens (algorithm supervision, removal of malicious content, manag-

ing feedback at scale).

“Control over their courses is a key faculty responsibility. It is also important

for academic freedom. Only faculty should control their syllabus, from top to

bottom.” [F16]

“Instructors are responsible for curating what material gets included as part of

the course. A recommendation system influenced by TAs and students will,

in my opinion, result in the instructor having to spend time making sure the

recommendations are appropriate and fit with the course objectives.” [F7]

Stakeholders in this group frequently recognize the utility and need of student feedback,

but they simultaneously cite student incompetence (incomplete knowledge of course top-

ics), thus restricting their editorial tasks to rating and commenting. They also recognize the

need for teaching assistants to bridge the disconnect of knowledge and expectations between

faculty and students. We explore these themes further in Sections 5.2.1 and 5.2.2.

“I think students should have an opinion on whether they liked the reading or

not, but not the power to choose it because there are so many students in a class,

and it might be difficult to narrow down readings.” [TA13]

“(The instructor’s) feedback shouldn’t be overruled/preempted by an algorithm,

especially one that’s likely inside a black box. TA’s opinions should be given

consideration by both the instructor and the algorithm, perhaps by moving their

comments on a reading higher or weighting their ’up-vote’ more when ranking. ”

[S24]
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Table 5.4: The top-5 most frequent editorial divisions-of-labor, as favored by faculty members
in our dataset. E, A, AV and V refer to roles of “Editor”, “Author”, “Active Viewer” and
“Viewer”, respectively, while ‘F’, ‘TA’, ‘S’, and ‘Alg’ refer to our four study stakeholders:
faculty, teaching assistants, students, and RS algorithm, respectively. For example, the
most faculty-preferred editorial arrangement assigns every stakeholder except the faculty an
“Active Viewer” role in curating course readings.

Assigned Roles Delegation Mode % % Primary Themes
(F, TA, S, Alg) (DelMo STAFF) F S
E, AV, AV, AV Conservative 21.7 5.3 (1) Instructor prerogatives,
E, A, AV, AV Conservative 12.82 15.1 (2) authorship responsibilities,

(3) need for student feedback,
(4) student incompetence,
(5) staff benevolence

E, A, A, AV Egalitarian 8.9 9.1 (1) Need for student feedback,
E, E, A, A Egalitarian 7.7 7.2 (2) authorship responsibilities,
E, E, A, AV Egalitarian 6.4 7.3 (3) staff competence

“The Egalitarians”: role-sharing mode

Study participants in favor an egalitarian mode of delegation assign recommendation seed,

veto, refresh, and respond tasks to students and RS algorithm. Table 5.4 highlights three

egalitarian editorial arrangements preferred by 23% each of faculty and students, overall.

The most frequently cited rationale for this preference is the need for student feedback,

that is, students’ ability to express to course faculty and teaching assistants how useful and

effective the curated readings are towards their perceived academic needs and objectives.

Course faculty in this group often acknowledge that student voices should be incorporated

in the curation of course materials, as a vehicle to promote learning, discussion, transparency,

and overall student engagement and autonomy. Stakeholders acknowledge the authorship

burdens associated with maintaining a recommendation engine for the course, especially at

scale and in the short-term, and encourage course staff-led supervision of the RS algorithm

to minimize the possibility of spam, abuse, and bias in recommended course materials.
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“For the algorithm to learn each course best, it’d be ideal if all participating

members (faculty, TAs, and students) were able to contribute to content, like and

dislike, and comment on items.” [F5]

“Open and reciprocal engagement for students with the materials and even the

class structure is foundational to my pedagogical approach.” [F15]

“For students submitting recommended readings, perhaps we can have the pro-

fessors validate and approve all links provided by students, or have a ’student

suggestions’ tab where students can freely submit their own readings. The pro-

fessors and TAs can move readings from the students’ tab to the main class tab

if the reading is truly useful.” [S29]

5.4.2 Trust Perceptions: Competence, Benevolence, Integrity

In this section, we take a closer look at key constituent beliefs of RS stakeholder trust.

We highlight the commonalities and disparities of perceived competence, benevolence and

integrity between stakeholders, and their frequently cited rationales. In figure 5.8, the areas

contained within each triangle visualize the overall trust received from a source stakeholder

(truster) to a target stakeholder (trustee). For instance, faculty, teaching assistants, students,

and the recommendation algorithm receive diminishing degrees of overall trust by all sources,

in that order. Table 5.5 highlights the asymmetric exchange of trust between stakeholder

pairs.
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Figure 5.8: Trust perceptions held by a (truster) stakeholder towards a (trustee) stakeholder.
Trusters include faculty (left), teaching assistants (middle), and students (right). Percep-
tions include beliefs about stakeholder competence, benevolence, and integrity. For instance,
about 90% of faculty members express a belief in faculty’s overall competence (left, orange
radii). However, only about 40% of faculty members believe in RS algorithm’s competence
(left, brown radii). It is worth noting that if all three trust beliefs (competence, benevolence,
integrity) are ranked equally by the truster, the triangles appear balanced and equilateral.
For instance, faculty members rank the benevolence of students as significantly lower than
their integrity, so the green radii in figure 5.8 (left) lack balance. Compare this, for instance,
to the balanced yellow radii corresponding to the TAs. Table 5.5 quantifies these relation-
ships.

Competence Perceptions

All study participants express comparably high degrees of belief in faculty’s competence.

According to figure 5.8, about 87%, 88% and 92% of faculty, teaching assistants and students,

respectively, agree that course instructors are competent overall. This belief is frequently

attributed to perceived expertise (in-depth knowledge of course objectives, content, or

outcomes), and experience (length of teaching and research career, historical involvement

with the teaching and design of a given course). A smaller subset of stakeholders, especially

students, frame the expectation of competence in terms of prerogative (rights and privileges

implied by faculty’s job role), and faith in institutional hiring practices.

“Instructors have a better grasp on learning objectives and outcomes and (rec-
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ommended) reading tie-ins.” [S13]

“Instructors should have a firm grasp of the course, ... an ability to understand

what material a student needs to learn in order to be successful in the course.”

[TA2]

“People in power that teach my classes are automatically trustworthy in my eyes.

They have worked very hard to be where they are, and that’s why I trust their

judgement.” [S45]

Teaching assistants are perceived by all study participants as competent for all the afore-

mentioned reasons, albeit not as frequently as faculty are. About 77%, 81% and 83% each of

faculty, teaching assistants and students rank teaching assistants as competent. Stakeholders

attribute this difference of perceptions to limited expertise of TAs relative to instructors

(including lack of relevant prior coursework) and departmental factors (limited supply,

poor skill-match). Conversely, their prior experience with the course is often cited as a

relative strength, especially in their ability to identify and respond to student needs. We

explore this further in Section 5.2.2.

“As a full professor and course designer, in my experience, TAs assigned to a

course often come from backgrounds that do not include the subject matter of my

course. They do what they have to, as best as they can, but often make mistakes

if left to grade open-ended questions.” [F45]

“Teaching assistants have less knowledge about the course material but often know

more helpful sources as they have taken the course.” [S14]
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Table 5.5: Trust asymmetries by belief type, evaluated using group differences (F-test) be-
tween trust conferred and self-assessed for stakeholder pairs (leftmost column). Statistically
significant effects (F > Fcrit, p < 0.05) are described in bold text. For instance, faculty
rank student competence and benevolence significantly lower than students rank their own
competence and benevolence.

Stakeholder Pair Competence Benevolence Integrity
(F, p) (F, p) (F, p)

Faculty -> Students 11.4, <0.01 12.1, <0.01 0.11, 0.74
Faculty -> TAs 0.33, 0.56 0.05, 0.8 1.5, 0.21
TAs -> Faculty 0.01, 0.89 0.27, 0.6 1.1, 0.29
TAs -> Students 0.63, 0.42 0.94, 0.33 0.71, 0.39
Students -> Faculty 1.65, 0.19 5.6, 0.01 2.3, 0.12
Students -> TAs 0.1, 0.75 5.7, 0.01 0.003, 0.95

“Teaching assistants take initiative and direction from the teacher, thus they have

shared values. The instructor has a greater depth of knowledge though.” [S17]

According to H6, faculty have significantly lesser faith in student competence than teaching

assistants and students do. 61.5% of faculty rank students as competent, whereas 74% and

80% of TAs and students rank students as competent, in that order. Study respondents often

frame this perception as self-evident given their status as a student, and expect considerable

variation and uncertainty in their knowledge of course topics, and the ability to rank and

curate course readings. However, the asymmetry captured in table 5.5 likely points to a

deeper disconnect between faculty and students in assessment of student competence and

benevolence.

“I sense a disconnect between student learning goals and instructor teaching

objectives. The knowledge gap between students and instructors adds to the

disconnect, especially for undergraduate students. It’s more pronounced for large

courses.” [F6]
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“Students, by definition, rarely have the background or the experience to judge

the course materials, the course value, or the quality of the teaching.” [F45]

“I perceive that students are the least engaged and empowered, so they’ll be less

effective in curating (the recommended readings).” [TA5]

Study participants are similarly divided on the competence of the recommendation algorithm.

39.7% of faculty perceive the algorithm as competent, compared to 57% of TAs and 70%

of students. While there is little evidence of a dispositional distrust of the recommendation

algorithm, faculty members frequently express concerns about its potential inefficacy (inac-

curacy, poor understanding of student or curriculum needs) and bias (racial, cultural, filter

bubbles, echo chambers). These concerns are especially expressed for the short-term, when

the recommendation algorithm is not presumed to have incorporated any human feedback.

All stakeholders emphasize the need of human editorial supervision of the recommended read-

ings, either proactive (mandatory review of recommendations before publishing) or reactive

(editing or removal of content on a need-basis).

“I’m very reluctant to enable an algorithm for my history courses. The likelihood

of an algorithm to incorporate something that is technically relevant but intensely

partisan or factually inaccurate is very high.” [F27]

“Our course content is well-established by our professional discipline and licensure

requirements so the content would be clear to the algorithm. I’m not sure if the

algorithm could make decisions about the developmental readiness of students,

though.” [F24]
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Benevolence Perceptions

Participants in our study perceive faculty as benevolent most frequently among all stake-

holders, albeit with some disagreement on the precise set of student needs which deserve

their attention. 85% of students rank faculty as benevolent, when 69% of teaching assistants

and 73% of faculty do the same. Faculty and teaching assistants often acknowledge that

learning outcomes of the course are their priority, and students’ interests in the domain

might not be easily identifiable or incorporated in the course design.

“Do you mean students’ psychosocial needs or learning goal needs? My primary

concern is the latter.” [F24]

“I would assume course instructors are concerned with transferring domain

knowledge, and less concerned with the more nuanced needs of students, like

time, accessibility, interestingness of the reading.” [S80]

77% of students rank teaching assistants as benevolent, compared to 62% and 64% of faculty

and teaching assistants, in that order. Students frequently cite the ability of TAs to engage

with them one-on-one, and to appreciate student needs better than faculty do. Table 5.5

also reveals that students tend to make optimistic assessments of staff benevolence relative

to staff’s self-assessments on the matter.

“TAs are still students.. and therefore may empathize more strongly with students

than the teachers do.” [S53]

“TAs’ interests are more likely to align with my own because they are current or

recent students themselves. They have a closer connection and strong memory
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of what type of things they found to be engaging or helpful in understanding the

material and potentially sparking increased interest in the student.” [S41]

We find a huge variation in the benevolence beliefs regarding students and the recommen-

dation algorithm. Only about 35% of faculty rank students as benevolent, compared to

60% of students, the difference also evidenced by hypothesis H7. This particular deficit of

trust appears frequently in high-enrollment, undergraduate classrooms. Faculty members in

these contexts complain about a general lack of student motivation to complete course

obligations in a timely fashion, and outcome bias (exclusive focus on grade attainment).

Algorithms are ranked as benevolent by about 23%, 48% and 58% of faculty, TAs, and stu-

dents, in that order, for concerns mirroring the algorithm competence concerns in Section

5.2.2 (bias, inefficacy, need for human supervision and feedback).

“I’m sure the algorithm will generate reasonable recommendations. However, I

can’t motivate my students to do required work, much less recommended reading.”

[F21]

“Students are wildcards. Some might be interested in exploring topics further and

providing good suggestions, while others may just be trying to mess with you or

do not really know what they are talking about.” [S10]

“Most of my experience with algorithms is more tailored towards achieving busi-

ness outcomes than my own needs. I don’t have a ton of confidence that we

would be able to develop recommendation algorithms in the short term that would

adequately reflect the needs of students.” [S81]
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Integrity Perceptions

Beliefs about integrity of faculty, teaching assistants, and students feature ample consensus,

with 89%, 80% and 76% of the survey respondents in agreement with the integrity per-

ception for these three groups, respectively. One key exception to this consensus is in the

case of large, multi-section, undergraduate courses where faculty members cite honor code

violations (cheating, plagiarism, complicity) as rationale for lower relative perceptions of

student integrity.

The recommendation algorithm lags behind the human stakeholders substantially, with

about 25%, 50%, and 57% of faculty, TAs, and students agreeing to its integrity, respec-

tively. Stakeholders frequently acknowledge that these integrity concerns, in fact, represent

a lack of knowledge about, and the perceived limitations of, the processes of search,

ranking and personalization encoded in the algorithm. Faculty members in our survey es-

pecially raise concerns of systemic racial and cultural bias in black-box recommendation

algorithms. They overwhelmingly recommend human-in-the-loop governance, transparency,

and accountability of recommendation processes, to limit the scope of these algorithmic

biases.

“Algorithms seem biased and geared towards data harvesting.” [S29]

“Students live in a media environment saturated by algorithmically-generated

recommendations. These algorithms are responsible for a host of biases and

general poor performance. My job as an instructor is to defeat those algorithms

and provide a curated space for ideas open to contestation.” [F4]
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Figure 5.9: Overall perceived trustworthiness, usefulness, and persuasiveness of the con-
stituent explanation types in each of the three transparency affordance groups in our study:
item rationales (left), authorship cues (middle), and algorithm attributes (right). For in-
stance, 79% of all stakeholders consider item rationales about course deliverables (home-
work assignments, project milestones) trustworthy, while 87% of the stakeholders consider
authorship cues signaling course faculty as curators as trustworthy.

Relationship with Delegation

Hypothesis H9 illustrates a key relationship between trust perceptions and preferred del-

egation of RS editorial tasks. Higher instances of trust beliefs for students and the RS

algorithm imply higher likelihood of an egalitarian mode of delegation for them. When bro-

ken down by specific trust beliefs, this relationship is the strongest for perceived benevolence

(F = 6.9, p < 0.01) and competence (F = 4.14, p = 0.04) of students/RS algorithm. Per-

ceived integrity is not linked to delegation modes (F = 0.04, p = 0.83). This illustrates that

the significant variation and lack of consensus in perceived benevolence of students and the

RS algorithm (per our observations in Section 5.2.2) is consequential for the degree to which

course staff plans to allocate editorial responsibility to these stakeholders.
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5.4.3 Transparency Preferences: Authorship, Rationales, Algorithm-

Awareness

Figure 5.9 illustrates faculty and students’ assessment of key transparency affordance groups

in Phase 2 of our study. 87% of the respondents ranked specific authorship cues (especially,

decision source, target, and topic) as trustworthy, compared to 79% for the most trustworthy

IR (course deliverables attributed to the recommended item). Authorship cues typically

exceed item rationales and algorithm attributes in trust, persuasiveness, and utility. They

are also ranked by our study stakeholders the most likely to nudge their preferred overall

delegation mode. Trust in all three affordance groups is also consistently correlated with

beliefs of student and algorithm competence, benevolence, and integrity. Two interesting

patterns emerge when we examine these preferences by stakeholders and preferred delegation

modes. One, faculty members tend to rank all affordance groups as less trustworthy relative

to students, but this disagreement is most pronounced for authorship cues (F = 23.4∗, p <

0.01), followed by algorithm attributes (F = 9.2∗, p < 0.01) and item rationales (F =

8.6∗, p < 0.01). This is in agreement with hypotheses H4 and H5 (table 5.3), as well as

our observations on competence and benevolence gaps in Section 5.2. Authorship cues are

often subject to serious scrutiny by faculty members to ensure they emphasize the role of the

primary instructor (as opposed to department colleagues or the instructional design team)

in curating and maintaining the recommended course materials. Two, the egalitarian group

ranks authorship cues as trustworthy significantly more than the conservative group (F =

9.47, p < 0.01), but is ambivalent about item rationales (F = 0.51, p = 0.47) and algorithm

attributes (F = 0.03, p = 0.85). These observations are in agreement with the motives

of conservatives and egalitarian modes we outline in Section 5.1, especially, instructors’

prerogatives and the need for student feedback. This also underscores the fact that our

framing of delegation can validate insights into key editorial trust relationships and deficits,
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Table 5.6: Frequency of trust perceptions about RS transparency affordances, overall and
by delegation mode (“Conservative”, “Egalitarian”), along with their perceived potential to
inspire reflection and nudge these modes. For instance, 86.2% of all survey respondents,
60% of conservatives, and 40% of egalitarians rank authorship cues (AC) as most likely to
inspire trust in the recommender system. Authorship cues are ranked higher in perceived
trust relative to item rationales and algorithm attributes.

Affordance % Trust % Reflect % Nudge
Group (All, Cons, Egal) (All, Cons, Egal) (All, Cons, Egal)
Authorship Cues (AC) 86.2, 60, 39.9 77, 77.7, 75.8 61.4, 58.8, 65.5
Item Rationales (IR) 77.3, 68.9, 31 76.6, 76.5, 76.9 50.6, 49.5, 53.8
Algorithm Attributes (AA) 75.4, 69.9, 30 75.8, 74.5, 78.7 54.9, 51.8, 61.7

as well as their implications for objective aspects of an educational recommender system.

These observations set the stage for us to explore the affordance-specific barriers to trust

expected by Phase 2 stakeholders, and the associated opportunities for design. We briefly

review these in the next section.

Frequent Barriers to Trust and Nudging

Table 5.7 reviews the most frequent barriers mentioned by our Phase 2 study participants.

For authorship cues (AC), two primary barriers to emerge from the analysis were (1) un-

reliable outside sources, such as instructors affiliated with the department, not directly

with the course, and (2) lack of rationales, such as an in-depth justification of why the

judgement of fellow students was relevant to the recommended reading. For item rationales

(IR), stakeholders complained about potential inaccuracies in read time and skim time

estimates, and cautioned against reader discouragement. For algorithm attributes (AA),

stakeholders complained about information clutter and inability to verify or trust the

efficacy of solutions to quality issues.

Finally, participants suggested three broad remedies to address the aforementioned trust
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Table 5.7: Frequent barriers to trust in key RS transparency affordances: authorship cues
(AC), item rationales (IR), algorithm attributes (AA). For instance, our survey respon-
dents identify a lack of rationale (why) and process (how) descriptions among frequent trust
barriers for AC.

Affordance Affordance Frequent Barriers
Group Type to Trust
Authorship Cues Source + target + topic Untrustworthy outside source (19%)
(AC) Source + target No rationale (44%)

Untrustworthy source (10%)
Source No rationale (47%)

Untrustworthy source (22%)
Item Rationales Course deliverables Lack of detail (17%)
(IR) Types + topics No rationale (38%)

Too much info (15%)
Time investment Too much info (20%)

inaccurate read times (5%)
Algorithm Attributes Control methods Too much info (34%)
(AA) Lack of clarity (22%)

Quality concerns Lack of clarity (24%)
Ineffective solutions (19%)

Time investment Inaccurate time estimates (25%)
Lack of detail (25%)

barriers. First of these is hybrid explanation paradigms, combining IR (especially the

course deliverables relevant to recommended reading) and AC (especially the source + target

+ topic motif). The second remedy is highlighting source reliability to establish user

safety and privacy. The third and final remedy is to avoid evidence bloat by taking focus

away from metrics susceptible to variation across courses, such as article read time and

difficulty level.
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Figure 5.10: RS audiences, content and transparency as a function of faculty’s Canvas use
and delegation. Survey respondents are members of institutional support staff at Virginia
Tech (IT, TLOS).

5.5 Contributions and Implications for Practice

In this section, we synthesize design guidelines to help UX researchers improve the trustwor-

thiness and transparency of educational recommender systems. We also provide reflections

for institutional support personnel on improving process efficacy in faculty outreach. We

draw on our work on LMS platform contexts (Chapter 3), faculty’s editorial intent (Chap-

ter 4, Chapter 5), and trust relationships (Chapter 5) to discuss the corresponding design

choices and tradeoffs.
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5.5.1 Designing for Transparency and Trust in Educational Rec-

ommendation

Figure 5.10 describes how Virginia Tech IT and TLOS staff think about the personalization

of recommendation audiences, content, and transparency based on faculty’s Canvas use and

delegation preferences (see Appendix D.3 for survey questions). They tend to recommend

faculty-facing professional development content for low and medium LMS-use cohorts, and

thorough explanations of the recommendation algorithm for faculty with low or medium

LMS-use and conservative editorial intent. We synthesize our findings from this study into

design guidelines as follows:

Audiences and Content: Acknowledge trust deficits.

In figure 5.8, we observe that recommendation stakeholders hold complex and sometimes

asymmetric trust beliefs about each other. For example, faculty rank student competence and

benevolence significantly lower than students rank their own competence and benevolence.

90% of faculty members express a belief in faculty’s overall competence, while only 40%

believe in RS algorithm’s competence. These trust deficits are also linked to faculty’s varied

editorial preferences. Selecting the right audiences for educational recommendation should

begin by acknowledging and managing these trust deficits. Faculty-facing recommender

systems on the LMS should prioritize professional development, technology literacy, and new

tech evangelism for faculty with medium LMS use and conservative editorial intent. Student-

facing recommender systems should, in comparison, focus on faculty with high LMS use

and egalitarian editorial intent. Collaborative curation of learning materials may encourage

engagement and self-efficacy in students. However, the burden of content moderation and

perceived outcome bias in students render these completely infeasible for many instructors
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with conservative editorial intent.

Transparency: Clearly articulate who is voting on the recommended readings.

Explanations based in social proof and authorship (“70% of students found this useful in

understanding merge sort”), should clearly indicate who is voting on the utility of the rec-

ommended readings, how many are affiliated with the specific course using the recommender

system, what their relevant expertise is, and what they found useful and persuasive. Users

with all kinds of editorial intent strongly support the idea of situating the social proof within

the classroom, and prioritizing the votes of faculty, students and teaching assistants affiliated

with the class, as opposed to department peers or the IT instructional design team. Some

study participants suggest that, instead of referring to peers from an unspecified depart-

ment (“70% of instructors in your department”), instructors who recommend these readings

should include their names and affiliations. This is because many courses are likely to en-

roll students from a variety of majors and pathways. Study III survey reveals a range of

opinions on whose votes should be reflected in these explanations, consistent with the trust

relationships we observe in Section 5.4.2. Course staff’s expertise, and their prerogative to

curate course content and grade assessments is frequently acknowledged, and faculty-sourced

explanations are ranked among the highest in usefulness and trust (figure 5.9). While many

consider student competence and trustworthiness to be lacking in completing or effectively

evaluating the recommended readings, the persuasiveness of student-sourced votes is ranked

highly. Some participants favor in-depth social proofs, such as voting percentages student

reviews to help them make sense of the common challenges with each recommended read-

ing. But, it is unclear if this additional information is desired by all stakeholders equally,

regardless of their editorial intent (Section 5.4.1).
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Transparency: Balance accuracy and conciseness in providing additional infor-

mation about the algorithm and the recommended items.

Algorithm primers and recommended item rationales should carefully balance the competing

needs for accuracy and conciseness. Course instructors and teaching assistants tend to ask for

additional information about the RS algorithm’s setup time, safety, and privacy more than

students do. However, as we learn in current and previous studies, our study stakeholders’

technology self-efficacy and appetite for new information are often on a spectrum. Too

much information about these topics in a single dropdown menu generated complaints of

visual clutter, cognitive overload, and lack of answers to common troubleshooting queries.

Study participants suggest different ways to manage this information, including (1) an FAQ

section with simple, non-technical language and short videos to reach a broad on-campus

audience, and (2) multiple tabs to manage advanced information about the RS algorithm,

with hyperlinks in the FAQ section, or a separate landing page, for those interested in this

information. Estimates about the read time and difficulty of a recommended reading also

generated concerns, primarily from students, about accuracy, unclear sourcing, potential

de-motivating effects, and an overall lack of trust. Students appear more sympathetic to

usefulness ratings (and full-length reviews, in a subset of cases) for these readings by staff

and fellow students. A subset of study participants also favored the idea of estimated ranges

for algorithm setup time and read time, albeit with clear indication of data sources to bolster

their perceived credibility and trust. Clearly identifying the subject matter, topic area, or

concept a recommended item can help students learn is often noted by our study participants

as a powerful tool to increase RS efficacy and trust. Item rationales containing source,

target and topic information together are ranked the most useful across explanation groups.

However, as we note in Section 5.4, evidence bloat and cognitive overload can undermine

trust in the recommendation process, and the volume, order and complexity of information
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presented in algorithm primers should be carefully managed to deal with these challenges.

Transparency: Establish periodic review of algorithmic decisions, and clarify

support processes.

Algorithmic decisions about curated readings should undergo periodic reviews. Our learn-

ings in Sections 4.4 and 5.4 reveal a range of opinions on who should be allocated these

reviews (faculty, teaching assistants, students, institutional support personnel), and what

their precise editorial powers should be (editor, author, active viewer, viewer). Conservative

editorial intent corresponds with a preference for instructors and teaching assistants to edit

and review the recommended readings, whereas egalitarian intent allows for student input

in the process. Our analyses of stakeholder trust note that RS algorithm typically ranks

last in trust relative to other stakeholders across belief types (Section 5.4.3), and is likely

to be trusted more long-term after human review has established its overall efficacy in the

short-term (Section 4.3). Instructors with both kinds of editorial intent want additional

information about algorithmic curation, such as the relevance and trustworthiness of rec-

ommendations, data sources, curation logic, role management, risks of misinformation and

spam, and security of student data.

Many of our study participants express concerns about low literacy with Canvas services, and

acknowledge the utility of hands-on technical support and troubleshooting. The explanations

should, therefore, clearly communicate how to get IT help in a variety of ways (IT helpdesk

tickets, consults, wikis, on-demand digital skills coursework). The notion of periodic check-

ins with support staff for algorithm setup generated some concern about the time expectation

for these check-ins. Nonetheless, many noted that periodic notifications about setting up the

recommender system on Canvas, similar to notifications for teacher evaluations and grading

deadlines, may increase the overall use frequency of the system.
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5.5.2 Designing for Process Efficacy and Trust in Institutional

Support

Our analyses in the previous chapters reveal that (1) degree of faculty’s LMS use is poten-

tially linked to course modality, participation, logistics and outcomes, and (2) instructors for

conservative and egalitarian course arrangements are likely to have different degrees of over-

all stakeholder trust and different preferred recommendation use-cases. Designing a vision of

instructional support for these cohorts, we argue, requires a respectful consideration of their

preferred use-cases and initial trust beliefs. The previous section reflected on how our knowl-

edge of faculty’s LMS use and editorial intent can drive the design of recommender systems

for teaching, learning and outreach. In this section, we describe how these recommendation

use-cases can assist IT personnel (designers, developers, project managers, IT leadership) in

enabling the design vision we outlined in the beginning of this dissertation (figure 1.1). This

vision comprises of the use of learning management system and trust-aware recommender

systems to scale, personalize and iterate Virginia Tech DoIT’s instructional support efforts,

as follows:

Build coalitions and track relationships Faculty’s engagement with institutional sup-

port efforts in the past is a crucial evidence point for their willingness to engage in future

initiatives. IT personnel should invest in the capacity of tracking faculty’s responsiveness to

key outreach efforts (departmental mailing lists, online discussion groups, LMS announce-

ments, social media). This information is often not readily available, or the datasets for

different media are owned and managed by different teams within the IT organization.

Bringing these datasets together and analyzing the effectiveness of these outreach media for

different faculty cohorts can provide a nuanced look at faculty’s sources of disengagement

or mistrust. These cohorts can be defined in many ways, including using faculty’s LMS use
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(Chapter 3) and their editorial intent (Chapters 4 and 5).

We also recommend a revamping of standard-issue needs analysis surveys used by IT per-

sonnel to assess faculty’s interest in new technologies such as blockchain or generative AI.

These surveys rely on self-reports of faculty’s competencies, knowledge gaps, and need for

additional information and digital skills with regard to these new technologies. We recom-

mend (a) complementing these self-reports with signals of LMS platform use (DOU) and

editorial intent (DelMo), and (b) personalizing the needs analysis surveys to include ques-

tions on faculty-perceived potential increase in sensemaking, productivity and collaboration.

These questions should use benchmark tasks relevant to faculty’s existing technology use

workflows, pedagogical approaches, and learning objectives from courses they have taught

in the past. These signals can paint a richer portrait of faculty’s adoption journeys, which

can then be appropriately mapped to engagement nudges.

Acknowledge structural barriers and stakeholder bottom-lines. The design of tech-

nology artifacts and initiatives to support decision-making for university administrators and

faculty, such as learning data analytics dashboards and causal inference tools, should recog-

nize the distinct work roles, constraints, and success metrics of all stakeholders. For example,

tenure-track research faculty at research-charter institutions may be allocated a division of

duties (research, teaching, service) with a disproportionate share for research. Artifacts to

help evaluate teaching quality, build digital skills, boost student productivity and identify

struggling students, may struggle with faculty uptake in this environment. For IT personnel

designing faculty development initiatives, this elevates the role of incentives (grants, assets,

badges, credentials) to help increase participation. This also creates an effective upper limit

on the work expected of faculty (number of hours spent on knowledge transfer, assignments,

meetings) in these programs. Finally, navigating stakeholder trust relations is a necessary
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component of managing these programs and initiatives. A lack of balance in faculty’s work

expectations and incentives awarded for a given support initiative is likely to strain the

working relationship between IT administrators and department leadership.

Similarly, grassroots projects initiated by faculty can struggle to broaden their participation

beyond the parent research groups and departments. University leadership may emphasize

the need for compliance and a demonstrable advantage in administrative ROI metrics (enroll-

ment, research grants and awards, alumni giving) relative to development and support costs.

The usefulness of up-and-coming EdTech tools needs to be translated into these metrics in

order to build administrative support and evangelize these tools on campus.

Bridge interpretation and intervention. IT personnel often need to maintain the

scope of their outreach and support initiatives to match their limited human and techni-

cal resources. Ill-defined or stopgap processes of support, however, run the risk of eroding

faculty’s participation and trust. An important pathway to alleviate this issue is to rigorously

couple interpretation, intervention and policy iteration based on faculty’s feedback. This is

an exercise in (a) consolidating datasets and analyses often residing across teams within the

larger IT organization, and (b) building small automations for the LMS to improve imports

of legacy content, better organize course materials, improve accessibility, suggest assessment

prompts, and accelerate grading. This exercise presents promising opportunities for the

use of generative AI aboard the learning management system. In addition to thoroughly

surveying faculty needs and technology use contexts we examined earlier (DOU, DelMo),

their responsiveness to LMS automations, stagewise software rollouts, and support initia-

tives (instructional design cohorts, professional development programs, on-demand digital

skills coursework, discussion groups) should be evaluated in a rigorously controlled fashion.

The learning management system has to play a crucial role here, as it is a convenient medium
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to reach a representative sample of faculty (many times larger than a typical needs survey)

for technology evangelism campaigns and pilot-tests of novel automations.

5.6 Limitations and Future Work

Study III contends that explanations, a transparency cue to describe stakeholder intent

for recommendation users, can improve editorial trust, increase delegation, and facilitate

reflection. The study examines three broad types of explanations (guarantees, social proof,

content tags), and seeks to investigate which stakeholders and editorial trust contexts respond

to these explanations, and why. Evidence of the unique impact of explanations on different

trust contexts can empower designers to create recommendation software reusable across

departments and tailor it to specific pedagogies.

Study III hypothesizes that explanations would result in overall trust gains, and social proof

and content-based explanations might result in larger gains relative to simple editor guar-

antees. It further hypothesizes that any potential trust gains from explanations will be

significantly different for low and high DOU courses (Study I), and for conservative and

egalitarian trust intentions (Study II).

A subset of our survey sample is active-enrollment students and active-service faculty and

teaching assistants from Summer I and Summer II terms at Virginia Tech. These courses

are often small in size, their content is fast-tracked to 6 weeks, and a majority of them are

undergraduate courses. Virginia Tech is a research-charter university, and summer courses

are often taught by graduate students and adjunct faculty. Faculty voices are naturally un-

derrepresented in a university-wide survey at the course-level, relative to teaching assistants

and students. All of these factors can potentially affect the distribution of trust perceptions

expressed by our study stakeholders, and limit the generalizability of our conclusions to peer
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institutions. In a future study, we plan to incorporate additional data from the next phase

of our investigation in the fall of 2023, to assess the role of key variables (technology self-

efficacy, peer influence, age, work experience) which potentially moderate the relationships

between delegation and trust, and to conduct an online evaluation of a prototype video RS

on Canvas LMS. We also intend to run controlled regression and path analyses in a full-

stack study to further validate the effects of trust relationships on adoption intentions and

behaviors associated with contemporary generative AIs in higher education.

Recent work on trustworthy human-AI collaboration [13] notes that untrustworthy AI coaches

can successfully deceive chess players and convince them into taking misleading advice. This

points to limitations of traditional XAI affordances, and the need for editorial control, resist-

ing AI-complacency, and awareness, approval and monitoring of long-term algorithm agency.

5.7 Chapter Summary

In this section, we evaluate how faculty’s editorial trust preferences translate to design im-

plications for an educational recommender systems. Our study participants rank authorship

cues (AC) as superior to item rationales (IR) and algorithm attributes (AA) in their po-

tential to inspire trust and a change in editorial preferences. We also find that instructional

support personnel lean towards high process disclosure (across explanation types) for medium

Canvas depth-of-use as a nudge towards higher utilization of the Canvas recommender sys-

tem. They also prefer frequent technology evangelism content recommendations and RS

algorithm justifications for role-preserving faculty. We conclude the chapter with guidelines

for UX researchers on the design of trustworthy educational recommender systems, such as

dealing with trust deficits, highlighting authorship of recommended content, and ensuring

the usefulness and safety of algorithmic content decisions.
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Conclusions

6.1 Revisiting the Studies

In the introduction to this dissertation, we outline three primary research questions. The

first research question (RQI) investigates the frequent use-contexts of a learning management

system, the second (RQII) examines frequent modes of editorial trust for recommendation,

and the third (RQIII) evaluates design of transparency cues to facilitate editorial trust in

recommender systems for teaching, learning and support. We review all salient findings from

our three studies as follows:

(Study I) Needs for scale, ubiquitous access, and interoperability drive LMS

adoption. Faculty’s adoption of learning management systems is influenced by their per-

ceived system efficacy at scale (ability to efficiently reach, teach and evaluate students in

large classrooms, cognitive burden of transition), interoperability (ability to import and

share legacy content across courses and apps), and ubiquitous access (supporting online,

asynchronous, mobile learning use-cases).

See More: Section 3.5.1

(Study I) Institutional support comes in many forms. Faculty members benefit

from a large array of services provided by instructional support personnel. The work roles

115
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within institutional support include instructional designers, solution architects, accessibility

specialists, content creators, project managers, and leadership, among many other. The

work activities of institutional support can range from course design and retooling (design

cohorts, virtual course development, learning environments) to faculty development (net-

worked learning), technology rollouts and evangelism (campaigns, knowledgebases, licens-

ing, grants), and software administration and support (access management, consultations,

troubleshooting and technical support).

See More: Sections 1.1.1

(Study II, Study III) Instructors’ preferences for editorial authority exist on

a spectrum. Faculty’s preferred allocation of editorial tasks for an educational recom-

mender system range from “role-preserving” (conservative) to “role-sharing” (egalitarian).

“Role-preserving” faculty tend to assign article seed, veto, refresh, and respond tasks for

faculty or teaching assistants, and voting and commenting tasks to students and the RS

algorithm. They cite instructor prerogatives, authorship burdens, and perceived student

biases among their rationales for this allocation. “Role-sharing” faculty, in contrast, allo-

cate all aforementioned tasks to students and the RS algorithm as necessary, citing student

feedback as a vehicle for engagement, collaborative work and learning.

See More: Sections 5.4.1 and 4.4.1

(Study II, Study III) Course needs can vary widely by context. Faculty’s alloca-

tion of editorial roles in student-facing recommender systems can vary considerably course

type and size. Graduate, non-STEM courses with tenured faculty often assign students

more autonomy as authors, allowing them to source and rate content. Large undergraduate

courses with multiple sections and instructional faculty prefer limited student input, likely

as active viewers who can rate and comment on course content, or as viewers who can only
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leave a comment on content, in order to limit the potential for spam or misinformation, and

maintain course focus to meet curricular and job market expectations.

See More: Section 4.4.1

(Study III) Trust perceptions contain asymmetries. Trust beliefs (of competence,

benevolence, and integrity) held by faculty, TAs, and students towards one another, contain

key asymmetries. For instance, students are likely to make more optimistic assessments

of staff benevolence relative to staff’s self-assessments on the matter. Similarly, faculty

rank student competence and benevolence significantly lower than students rank their own

competence and benevolence. These trust relationships are pivotal to understanding faculty’s

preferred modes of RS editorial task allocation.

See More: Section 5.4.2

(Study III) Editorial authority-based explanations tend to perform better than

algorithm primers and item attributes. Authorship cues typically exceed item ratio-

nales and algorithm attributes in trust, persuasiveness, and utility. They are also ranked

the most likely to nudge stakeholders’ overall delegation mode (from conservative to egal-

itarian). Trust in all three affordance groups is also consistently correlated with beliefs of

student and algorithm competence, benevolence, and integrity. Faculty members tend to

rank all affordance groups as less trustworthy relative to students, but this disagreement is

most pronounced for authorship cues, followed by algorithm attributes and item rationales.

Faculty tend to scrutinize authorship cues to ensure attribution to the primary instructor,

as opposed to department colleagues or IT personnel, in curating and maintaining the rec-

ommended course materials.

See More: Section 5.4.3
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(Study III) Institutional support processes need better relationship tracking,

controlled technology testing, and policy transparency. The efficacy of institu-

tional support is undermined by many factors, such as staffing constraints, poor accounting

of effective strategies, balkanization of expertise, and open-loop or stopgap processes. To

address these challenges, support personnel should take several steps. One, they should ex-

amine faculty engagement across all departmental communication channels (LMS announce-

ments, departmental mailing lists, social media, websites, knowledgebases, consultations).

Two, they should revise needs analysis surveys to include questions on editorial intent and

domain-level benchmark tasks. Three, they should conduct controlled evaluations of fac-

ulty’s reception to novel LMS automations and professional development initiatives. The

findings of these evaluations should inform IT leadership on ways to both personalize and

iterate faculty outreach and support policies. Learning management systems can play a

promising dual role as platforms for disseminating and testing of new content, supported by

a content recommender system for personalization and collaboration.

See More: Section 5.5.2

6.2 Integrating the Findings

Across its three studies, this dissertation project examines three crucial components of indus-

trialized, efficient, and closed-loop institutional support, visualized in figure 1.1. It explores

how institutional support personnel can (1) make sense of faculty’s use of the learning man-

agement system and their needs, priorities, and constraints (Study I), (2) understand the

initial trust relationships and delegation of tasks between faculty, TAs, students, and a

LMS-hosted recommendation system (Study II), and (3) provide guidelines on selecting the

recommendation system use-case, content, audiences and transparency to improve its trust-
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Table 6.1: A sociotechnical decision matrix for institutional support which draws on the core
design vision of this dissertation (figure 1.1). It brings together key institutional support
work activities, faculty’s LMS use contexts (Study I), faculty’s editorial intent (Study II),
and policy preferences of support personnel at Virginia Tech (Study III).

Evidence Points DelMo: Role-preserving DelMo: Role-sharing
DOU: Low, Medium Strategic Focus: Strategic Focus:

Minimum best practices Minimum best practices
Consensus-building

Faculty Needs: Faculty Needs:
Persuasion, digital fluency Persuasion, digital fluency,

student autonomy

Solutions and Strategies: Solutions and Strategies:
Automations, templates, Automations, templates,
networked learning, professional teaching assistance
development, consultations

DOU: High Strategic Focus: Strategic Focus:
Consensus-building New tech evangelism
Design consistency Design consistency

Faculty Needs: Faculty Needs:
Justification, transparency Justification, transparency,

student autonomy

Solutions and Strategies: Solutions and Strategies::
Professional development, peer Automations, demos,
mentoring, consultations teaching assistance

worthiness and utility as a vehicle for instructional support (Study III). It also showcases

the effectiveness of full-stack strategies which take advantage of platforms already available

to faculty on campus, as opposed to small-scale proofs-of-concepts which typically do not

scale up and get abandoned in favor of third-party apps.

In this section, we review our analyses of policy preference survey with Virginia Tech TLOS

staff (Study III) to examine how the overall strategic direction of institutional support can

be informed with faculty’s LMS use (DOU, Study I) and editorial intent (DelMo, Study II).
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This results in a sociotechnical support matrix (see table 6.1) which describes the overall

strategic focus, faculty needs, and solution approaches for all permutations of DOU and

DelMo. We learn that very broadly, TLOS staff perceive faculty’s challenges in technology

adoption to be the lack of opportunity (‘I don’t have the time for it’), knowledge (‘I don’t

know how’), confidence (‘I don’t believe I can get this done’), persuasion (‘I don’t care’),

and incentive to change their habits and preferences (‘I have my way of doing things’). They

perceive these challenges to be among the fundamental influencing factors behind their LMS

use and editorial intent. In helping them alleviate these challenges, TLOS staff push for

minimum best practices and technology literacy in faculty cohorts with low DOU and low

knowledge of the learning management system. In medium and high DOU cohorts, they

advocate for building faculty’s consensus across the cohort, and encouraging thorough use

of native LMS apps beyond housekeeping tasks to meet domain-specific teaching objectives.

They also recommend a focus on networked learning and consultations for role-preserving

(conservative) faculty, because they are more likely to respond to institutional efforts and

less likely to delegate technology discovery and management tasks to course staff, relative

to role-sharing (egalitarian) faculty.

6.3 Looking Beyond

Our work aims to reveal the structural barriers to trust and process efficacy in higher ed-

ucation. The rise of generative AI is one crucial case study in the process effectiveness of

instructional support, and a stress test for the on-campus support infrastructure. The past

year has seen new generative AI tools emerge at a breathtaking pace. ChatGPT Edu [130] is

a multimodal, multilingual generative AI model capable of document summarization, data

analysis, and web browsing. Khanmigo [93] can generate lesson plans, end-of-lesson assess-
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ments with instructions, and create concise chunks, hooks and real-life contexts for these

lessons. Harmonize AI [68] can coach students on the rubric of a given assignment, and

summarize student feedback for the instructor. These up-and-coming AI tools bring the

promise of unprecedented productivity gains for students, faculty and IT administrators.

However, the efficacy of these tools with faculty’s goals of enabling sensemaking, produc-

tivity, groupwork and assessment, is far from clear. IT divisions at major universities have

commissioned AI working groups, published institutional grants, and produced compendia of

self-learning resources on AI. Our research advocates for a robust, controlled UX evaluation

of these tools, beginning with an assessment of benchmark tasks for an instructor’s area of

expertise, learning objectives, and curricular expectations. For IT organizations like TLOS,

we recommend the use of usability testing artifacts and strategies (claims, work-environment

models, storyboards, wireframes, rapid testing, focus groups, think-aloud sessions, heuristic

evaluation) in working groups focused on AI tools. We also encourage the use of faculty’s

LMS platform contexts and editorial intent in order to establish a nuanced portrait of fac-

ulty needs, degree of adoption (innovators and early-adopters vs. non-adopters), and the

outreach media best suited for those needs (knowledgebases, wikis, working groups, mailing

lists, LMS announcements and demos, networked learning, social media).

Our work also has broader implications for HCI and CSCW research within the purview of

what we identify as “institution-computer interaction”. We lay the groundwork for a larger

interdisciplinary conversation on work domains with a multitude of stakeholders, arranged

in (1) groups with delegation and coopetition, and the presence of (2) editorial values, and

(3) knowledge bounds and prerogatives. It is imperative that algorithmic decision-making in

domains such as higher education, religio-spiritual storytelling, and social news be aware of

the pre-existing trust perceptions, arrangements of editorial labor, and oft-competing values

of domain stakeholders when their spheres of influence do not fully overlap. ICTs, especially
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social media, recommender systems and AI tools, can bring tremendous efficiency and de-

mocratization of information to these stakeholders. However, these information systems also

create, modify, and destroy trust relationships. Tensions between academic and administra-

tive spheres in higher education [165] and between generational strata in spiritual communi-

ties in the global south [97][98] are fundamentally linked to competing visions of open access

to information and algorithmic autonomy. We hope to investigate how these tensions can

be minimized, and stakeholder value-alignment enhanced, in policies for human-autonomy

teaming and institutional effectiveness. We also hope to draw on influential literature in

I/O psychology (organizational behavior, team attitudes, future of work, diversity) and so-

ciocultural HCI (transnational HCI, migrant studies, postcolonial HCI, religio-spiritual com-

munities) in describing an actionable empirical research program for HCI/CSCW research

situated within institutions.
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Appendix B

DOU Hypothesis Tests

Tables B.1, B.2, B.3 and B.4 describe the hypothesis-tests for DOU and course metadata

from Fall 2017 through Fall 2022 terms at Virginia Tech.

Table B.1: Fall 2017 and Spring 2018: Hypothesis-testing the relationship between DOU
and key course attributes.

Hypothesis (F17) t, F , H (S18) t, F , H

H1: Undergraduate 9**, 81.1**, 75.8** 9**, 80.3**, 75.3**
H2: STEM -4.5*, 19.8*, 22.4* -4.5*, 20.4*, 20.8*
H3: Online 0.5, 0.3, 0 4.6*, 21.5*, 19.5*
H4: App use 32.3***, 1e3***, 1e3*** 45.3*, 2e3*, 1e3*
H5: Enrollment - , 69.1**, 974.8*** - , 73***, 969***
H6: Viewership - , 4.4*, 3.6 - , 4.2*, 0.5
H7: GPA - , 3.8*, 4.2 - , 3.6*, 2.8
H8: DFW - , 5.3*, 2.5 - , 3*, 0.3
H9: #TA - , 108.5***, 1e3*** - , 91***, 1e3***
H10: Skills 6.1*, 37.7*, 52.8** 3.7*, 13.8*, 20.9*
α = 0.05, stat. signif. p < α∧ *p > 1e−10, **p > 1e−20, ***p < 1e−20

Table B.2: Fall 2018, Spring 2019 and Fall 2019: Hypothesis-testing the relationship between
DOU and key course attributes

Hyp. (F18) t, F , H (S19) t, F , H (F19) t, F , H

H1 5.8*, 33.6*, 33.1* 6.3*, 40*, 39* 21.4***, 4e2***, 4e2***
H2 0.9, 0.7, 0.6 -0.8, 0.6, 0.7 6.4**, 40.6**, 45.1***
H3 2.2*, 4.7*, 5.3* 1.5, 2.4, 2.9 -1.4, 2.1, 1.8
H4 1.1, 1.1, 0.9 1.4, 2.0, 1.8 36.3***, 1e3***, 1e3***
H5 - , 9.7*, 170.9*** - , 10.2*, 181.9*** - , 95.1***, 1e3***
H6 - , 5.9*, 4.2 - , 1.5, 2.6 - , 1.5, 8.7*
H7 - , 7.8*, 10.4* - , 1.5, 0.4 - , 0.7, 0.6
H8 - , 7*, 1.3 - , 3.5*, 2.7 - , 0.6, 0.8
H9 - , 5.9*, 76.8** - , 3.4*, 61.7** - , 146.5***, 1e3***
H10 -3.6*, 12.7*, 13* -5*, 25*, 25* 6.9**, 48.1**, 73.2**
α = 0.05, stat. signif. p < α∧ *p > 1e−10, **p > 1e−20, ***p < 1e−20
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Table B.3: Spring 2021 and Fall 2021: Hypothesis-testing the relationship between DOU
and key course attributes.

Hypothesis (S21) t, F , H (F21) t, F , H

H1: Undergraduate 9.4**, 88.6**, 88.7** 11.5**, 131.2**, 128.6**
H2: STEM -5.2*, 27*, 26* -5*, 26.8*, 25.7*
H3: Online 8.6**, 74.7**, 68** 3.9*, 15.2*, 15.8*
H4: App use 3.3*, 11*, 12.5* 5.5*, 29.7*, 30.2*
H5: Enrollment -, 89.6**, 1e3** -, 66.6**, 1e3**
H6: Viewership -, 1e3**, 2e3** -, 809**, 2e3**
H7: GPA -, 81.8**, 187** -, 24**, 63.5**
H8: DFW -, 31.5**, 130** -, 12*, 98**
H9: #TA -, 43**, 488** -, 31**, 477**
H10: Skills -2*, 4.2*, 4.1* 1.9*, 3.8*, 4*
*α = 0.05, stat. signif. p <= α∧ p > 1e−10, **p < 1e−10

Table B.4: Spring 2022 and Fall 2022: Hypothesis-testing the relationship between DOU
and key course attributes.

Hypothesis (S22) t, F , H (F22) t, F , H

H1: Undergraduate 9.3**, 87.6**, 87.6** 11.6**, 135**, 132.8**
H2: STEM -4.1*, 17.2*, 16.8* -6.6**, 44.5**, 42.8**
H3: Online 2*, 4*, 4.3* 5*, 25.4*, 25.9*

H4: App Use 6.9**, 47.5**, 47.4** 7.6**, 58.7**, 59**
H5: Enrollment -, 82**, 1.1e3** -, 87.7**, 1e3**
H6: Viewership -, 267**, 2e3** -, 1e3**, 2e3**

H7: GPA -, 35.7**, 106** -, 31.7**, 93.2**
H8: DFW -, 12.2*, 95.4** -, 18.2*, 1e2**
H9: #TA -, 65.5**, 462** -, 51**, 447**

H10: Skills 0.48, 0.23, 0.2 1.3, 1.7, 1.9
*α = 0.05, stat. signif. p <= α∧ p > 1e−10, **p < 1e−10



Appendix C

DOU Regression Tests

Tables C.1, C.2, C.3, and C.4 present the results of OLS regression, with DOU as the depen-

dent variable, and course attributes from Study I as independent variables. These include

audiences (Undergraduate, STEM), modality (online, app use), participation (student count,

viewership), logistics (TA count, NLI) and outcomes (GPA).

Table C.1: (Spring 2021) OLS Regression Results, Dep. Variable: DOU, R-squared: 0.170,
Model: OLS, Adj. R-squared: 0.168, Method: Least Squares, F-statistic: 73.93, Prob
(F-statistic): 1.22e-124, Log-Likelihood: -2477.3, No. Observations: 3248, AIC: 4975, Df
Residuals: 3238, BIC: 5035, Df Model: 9.

coef std err t P>|t| [0.025 0.975]
Intercept 0.8206 0.102 8.035 0.000 0.620 1.021
gpa -0.0023 0.024 -0.096 0.923 -0.050 0.045
undergrad 0.1236 0.026 4.764 0.000 0.073 0.174
stem -0.1174 0.019 -6.034 0.000 -0.156 -0.079
online -0.1040 0.021 -4.937 0.000 -0.145 -0.063
studentcount 0.0003 0.0000925 3.356 0.001 0.000 0.000
ta 0.0099 0.003 3.449 0.001 0.004 0.016
viewership 0.0004 0.0000172 21.337 0.000 0.000 0.000
nli -0.0258 0.020 -1.310 0.190 -0.064 0.013
app_use -0.2196 0.042 -5.288 0.000 -0.301 -0.138
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Table C.2: (Fall 2021) OLS Regression Results, Dep. Variable: DOU, R-squared: 0.153,
Model: OLS, Adj. R-squared: 0.151, Method: Least Squares, F-statistic: 68.34, Prob
(F-statistic): 4.44e-116, Log-Likelihood: -2629.7, No. Observations: 3405, AIC: 5279, Df
Residuals: 3395, BIC: 5341, Df Model: 9.

coef std err t P>|t| [0.025 0.975]
Intercept 0.7362 0.094 7.822 0.000 0.552 0.921
gpa 0.0242 0.022 1.117 0.264 -0.018 0.067
undergrad 0.1800 0.026 6.857 0.000 0.129 0.231
stem -0.1547 0.019 -7.983 0.000 -0.193 -0.117
online -0.0706 0.025 -2.817 0.005 -0.120 -0.021
studentcount 0.0002 0.0000744 3.159 0.002 0.0000891 0.0003
ta 0.0065 0.002 2.802 0.005 0.002 0.011
viewership 0.0004 0.0000174 20.560 0.000 0.000 0.000
nli 0.0035 0.019 0.188 0.851 -0.033 0.040
app_use -0.0120 0.043 -0.278 0.781 -0.097 0.073

Table C.3: (Spring 2022) OLS Regression Results, Dep. Variable: DOU, R-squared: 0.085,
Model: OLS, Adj. R-squared: 0.083, Method: Least Squares, F-statistic: 34.66, Prob
(F-statistic): 5.32e-59, Log-Likelihood: -2674.4, No. Observations: 3363, AIC: 5369, Df
Residuals: 3353, BIC: 5430, Df Model: 9.

coef std err t P>|t| [0.025 0.975]
Intercept 1.2345 0.092 13.418 0.000 1.054 1.415
gpa -0.0610 0.021 -2.836 0.005 -0.103 -0.019
undergrad 0.0956 0.028 3.457 0.001 0.041 0.150
stem -0.1326 0.020 -6.610 0.000 -0.172 -0.093
online -0.0516 0.027 -1.931 0.054 -0.104 0.001
studentcount 0.0002 9.4e-05 1.859 0.063 -9.59e-06 0.000
ta 0.0166 0.003 5.807 0.000 0.011 0.022
viewership 0.0001 8.5e-06 12.311 0.000 8.8e-05 0.000
nli -0.0076 0.019 -0.392 0.695 -0.045 0.030
app_use 0.0453 0.045 0.999 0.318 -0.044 0.134

Table C.4: (Fall 2022) OLS Regression Results, Dep. Variable: DOU, R-squared: 0.182,
Model: OLS, Adj. R-squared: 0.180, Method: Least Squares, F-statistic: 85.45, Prob
(F-statistic): 7.57e-144, Log-Likelihood: -2556.0, No. Observations: 3472, AIC: 5132, Df
Residuals: 3462, BIC: 5194, Df Model: 9.

coef std err t P>|t| [0.025 0.975]
Intercept 0.6072 0.091 6.698 0.000 0.429 0.785
gpa 0.0636 0.021 3.090 0.002 0.023 0.104
undergrad 0.1679 0.025 6.627 0.000 0.118 0.218
stem -0.1794 0.019 -9.624 0.000 -0.216 -0.143
online -0.1159 0.026 -4.493 0.000 -0.166 -0.065
studentcount 0.0003 8.08e-05 3.615 0.000 0.000 0.000
ta 0.0127 0.003 4.320 0.000 0.007 0.019
viewership 0.0004 1.62e-05 22.760 0.000 0.000 0.000
nli -0.0124 0.017 -0.711 0.477 -0.047 0.022
app_use 0.0140 0.037 0.379 0.705 -0.058 0.086



Appendix D

Survey Instruments

D.1 Pilot Study (Work Practice of Institutional

Support)

1. What are “technology-enhanced learning” and “online strategies”? How many qualita-

tively different institutional support services exist across TLOS?

2. What are the key work roles at TLOS?

3. How would you situate your work role and responsibilities within the TLOS organization?

4. What are the frequent challenges with the overall work practice of TLOS (course retool-

ing, tech evangelism and outreach, support allocation and management, and others)?

5. Think about the gaps in current technology at TLOS (for course redesign/retooling/certi-

fication, technology rollouts and evangelism, support allocation and management) or unmet

user needs, and how the following technologies address the gaps, or meet these needs:

Canvas use analytics, course personas, recommender systems for Canvas, faculty relationship

management, decision analytics. (Strongly Disagree-Strongly Agree)

6. Tell us which of the aforementioned technologies is potentially the most impactful for in-

structional support (course redesign, learning environments, tech evangelism, etc), and why.

Feel free to talk about the human, tech or institutional challenges you think this technology

will address.
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D.2 Study II-III (Trust, Delegation and Transparency)

Note: Study II uses single-item trust questions with regards to each stakeholder (course

instructor, teaching assistants, students) and the response values ranging from low to high

(5 points). Other questions appearing in the Study II survey are noted with an asterisk (*)

in the following list. All of the questions in the list appear in Study III.

D.2.1 Trust Beliefs

(Strongly Disagree-Strongly Agree)

(Belief: Competence)

1. [Course Instructors, Teaching Assistants, Students] have the ability to understand my

need of reading materials for this course.

2. [Course Instructors, Teaching Assistants, Students] have good knowledge about the course

domain and topics.

(Belief: Benevolence)

3. [Course Instructors, Teaching Assistants, Students] will put my interests first in suggesting

reading materials for this course.

4. [Course Instructors, Teaching Assistants, Students] keep my interests in mind.

(Belief: Integrity)

5. [Course Instructors, Teaching Assistants, Students] are honest.

6. [Course Instructors, Teaching Assistants, Students] have integrity.
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D.2.2 Intent to Delegate Editorial Authority

1. *In your opinion, who can seed readings for this Suggested Readings (refer to fig.) rec-

ommender system? Seed readings are a handful of example readings to help set up the

algorithm that finds additional, similar readings.

2. *Who, if any, should have the veto power in recommendation process? This guarantees

the power to instantly remove a recommended reading.

3. *Who, if any, should be able to like, dislike, upvote, or downvote the recommended read-

ings? This gives them soft power because these likes/dislikes could be accounted for by the

recommendation algorithm in moving the readings up and down the list.

4. *Who should be able to comment on, or provide feedback on a recommended reading?

5. Who should be able to refresh the recommendations?

6. Who should receive, and when applicable, respond to notifications from the recommen-

dation system, for instance, likely vetoes, new recommended sources, admin actions, student

comments, or event-based triggers?

D.2.3 Transparency Affordances: Impressions, Barriers, Impact

1. Do you think this [item rationale, authorship cue, algorithm attribute] is [effective, trust-

worthy, useful, persuasive]? (Strongly Disagree-Strongly Agree)

2. Why do you think this [item rationale, authorship cue, algorithm attribute] might not be

trustworthy?

3. What is one change you would make to this [item rationale, authorship cue, algorithm

attribute] to enhance its trustworthiness?

4. Here are all the [item rationales, authorship cues, algorithm attributes] you have exam-

ined so far. Do you agree with the following?
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(a) This transparency affordance makes me reflect on how recommendation algorithms can

assist in suggesting course readings.

(b) This transparency affordance makes me reflect on how instructors, teaching assistants

and students can help recommend readings.

(c) This transparency affordance might make me change my mind about including instruc-

tors, teaching assistants and students in the recommendation process.

(d) This transparency affordance might make me trust the algorithm more. (Strongly

Disagree-Strongly Agree)

D.2.4 Expertise

(Strongly Disagree-Strongly Agree) 1. I have a thorough understanding of, or expertise in

recommendation systems.

2. I have a thorough understanding of how recommendation systems like Netflix, YouTube

or TikTok suggest content to me.

D.2.5 Leadership

(Strongly Disagree-Strongly Agree) 1. I have a thorough understanding of, or expertise in

recommendation systems.

2. I have a thorough understanding of how recommendation systems like Netflix, YouTube or

TikTok suggest content to me. 3. I have a thorough understanding of how recommendation

systems like Netflix, YouTube or TikTok suggest content to me. 4. I have a thorough

understanding of how recommendation systems like Netflix, YouTube or TikTok suggest

content to me.
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D.2.6 Preference for Automation

*In the [short-term, long-term], how do you view the relative role of the recommendation

algorithm and human feedback (instructor, TAs or students) in providing recommendations

you can trust? Select one of [all human; mostly human, some algorithm; equal; mostly

algorithm, some human; all algorithm].

D.3 Study III (Policy Preferences Survey)

1. Suppose we assemble a metric of faculty’s overall Canvas use (low, medium or high).

This metric is built using a faculty member’s use of Canvas announcements, syllabus, files,

assignments, quizzes, gradebook, and discussions. We can then use this metric to select and

personalize content for a recommender system. For example, it can be a “Virginia Tech

recommends”, “TLOS recommends”, or “Your department recommends”-style feed on the

Canvas dashboard, with faculty as primary audiences. Or, it can be a “Recommended read-

ings” or “Your instructor recommends”-style feed on the Canvas course homepage or the

“modules” pages, with students enrolled in a class as primary audiences.

What kind of design choices (audiences, content, transparency, customizability) would you

make for this recommender system if the course faculty had with different levels of Canvas

use?

2. Suppose we assemble a metric of faculty’s delegation of tasks to TAs, students and AI/al-

gorithms. Our analyses tell us that two broad camps of faculty members exist on a spectrum

of editorial preferences from conservative to egalitarian. Conservative or ”role-preserving”

faculty tend to teach large, multi-section undergraduate courses. They are hesitant in giving

away editorial power to students, TAs and AI/algorithms. They are often concerned about

student disengagement and misinformation. Egalitarian or ”role-sharing” faculty tend to
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teach smaller, graduate courses. In delegating tasks to TAs, students and algorithms, they

are invested in student engagement, and tend to trust them more than ”conservative” fac-

ulty.

What kind of design choices (audiences, content, transparency, customizability) would you

make for this recommender system (mentioned above) if the primary course instructor was

conservative (role-preserving) vs. egalitarian (role-sharing)?
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Interview Questions

E.1 Study I (Depth-of-Use)

The discussion questions from Study I (steps 0 and 1), listed as follows, facilitated the

evolution of Canvas analytics artifacts, and derivation of the DOU taxonomy.

1. What are the pros and cons of the given Canvas data analytics artifact (figure 3.2) in

helping evaluate a faculty member’s use of Canvas?

2. What in your view counts as low, medium, and high use of Canvas services [announce-

ments, quizzes, assignments, discussions, gradebook, syllabus, files]?

3. Which Canvas services will you combine pairwise? Why? Use the truth table (provided)

to mark the overall use of each pair of services as 1 or 0.

E.2 Study II-III (Trust, Delegation, and Recommender

Systems)

(These accompany the survey questions in Appendix D.2)

1. What are your reasons for how you chose to allocate recommendation tasks (of seed, veto,

rate, comment, refresh, and notify) in the survey, to faculty, students, teaching assistants,
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and the RS algorithm?

2. What are the reasons for the trust beliefs you expressed in the survey regarding faculty,

students, teaching assistants, and the RS algorithm?

3. What are the reasons for your preferred level of automation for the recommender system,

both in the short-term and long-term?
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