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Abstract 
In the post Moore's Law era, there is a compelling need for a novel computing paradigm that enhances 
performance scaling beyond relying on technological advances. Domain Specific Architectures (DSA), 
which tailor their design to meet the precise requirements of distinct applications rather than optimizing 
for general scenarios, emerge as a promising solution for the future of computing. Nevertheless, DSAs 
must not just focus on computation as data is as important in shaping the design decisions. For instance, 
while many applications feature sparse data, numerous DSAs, akin to traditional general-purpose 
architectures, are optimized for dense data scenarios. In her talk, Asgari highlights the prevalence of 
sparsity in data and argues for a design philosophy that prioritizes sparsity. However, she also 
acknowledges that sparsity is not the sole characteristic of burgeoning applications, which are also 
marked by their diversity. Consequently, in the second part of her talk, Asgari contends that we cannot 
simply give up designing for common cases. Instead, she proposes replacing traditional programmability 
with intelligent reconfigurability, focusing on how hardware can make sparsity-aware decisions and the 
mechanisms for implementing such decisions. 
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