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Abstract 
 

Large language models, or LLMs, have rapidly transformed the landscape of language 
technologies. In this talk, I will present two projects in my group towards further enhancing the 
utilization of LLMs. In the first project, we look into the "cost efficiency" of LLMs and 
investigate how to save monetary costs for users querying LLM through APIs. Our work 
proposes a "cascade" of LLMs chaining one weaker LLM with a stronger one, augmented by a 
mixture-of-thought (MoT) representation to decide when to query the stronger LLM. Our 
method yields comparable task performance but consumes only 40% of the cost as using only the 
stronger LLM (GPT-4). In the second project, we turn to the "accessibility" of LLMs and study 
how to optimize the user prompts to LLMs so as to further democratize the human access to this 
advanced technique. To this end, we propose an approach that iteratively rewrites human 
prompts for individual task instances following an innovative manner of "LLM in the loop". Our 
approach shows to significantly outperform both naive zero-shot approaches and a strong 
baseline which refines the LLM outputs rather than its input prompts. Finally, I will conclude the 
talk by presenting other ongoing effort around LLMs in my group. 
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