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ABSTRACT

Spatio-temporal societal event forecasting, which has traditionally
been prohibitively challenging, is now becoming possible and ex-
periencing rapid growth thanks to the big data from Open Source
Indicators (OSI) such as social media, news sources, blogs, economic
indicators, and other meta-data sources. Spatio-temporal societal
event forecasting and their precursor discovery benefit the society
by providing insight into events such as political crises, humanitar-
ian crises, mass violence, riots, mass migrations, disease outbreaks,
economic instability, resource shortages, natural disasters, and oth-
ers. In contrast to traditional event detection that identifies ongoing
events, event forecasting focuses on predicting future events yet to
happen. Also different from traditional spatio-temporal predictions
on numerical indices, spatio-temporal event forecasting needs to
leverage the heterogeneous information from OSI to discover the
predictive indicators and mappings to future societal events. While
studying large scale societal events, policy makers and practition-
ers aim to identify precursors to such events to help understand
causative attributes and ensure accountability. The resulting prob-
lems typically require the predictive modeling techniques that can
jointly handle semantic, temporal, and spatial information, and
require a design of efficient and interpretable algorithms that scale
to high-dimensional large real-world datasets.

In this tutorial, we will present a comprehensive review of the
state-of-the-art methods for spatio-temporal societal event fore-
casting. First, we will categorize the inputs OSI and the predicted
societal events commonly researched in the literature. Then we will
review methods for temporal and spatio-temporal societal event
forecasting. Next, we will also discuss the foundations of precursor
identification with an introduction to various machine learning ap-
proaches that aim to discover precursors while forecasting events.
Through the tutorial, we expect to illustrate the basic theoretical
and algorithmic ideas and discuss specific applications in all the
above settings.
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1 INTRODUCTION

Social events are often interwoven with various factors such as eco-
nomics, politics, and public policies of our society. Nowadays more
and more online data sources, such as social networks, official news
websites, and personal blogs, chronicle social events. This strongly
motivates the need to utilize open source data to model events for so-
cial science, public health care, and decision making. In recent years,
a number of causality-learning-based, temporal-mining-based, and
spatial-mining-based methods have been developed to address tem-
poral and spatial event forecasting in different scenarios in both
the data mining and machine learning communities. The developed
techniques originate from several related areas, including statistical
causal learning, spatial and temporal dependency mining, sparse
feature learning, and predictive subgraph detection. By a compre-
hensive review of all these methods in this tutorial, the audience
can gain a more complete understanding of this problem setting,
which can then inspire new research within the community and
bring practical value to practitioners.

While studying large scale societal events, policy makers and
professionals aim to identify precursors to such events to help un-
derstand causative attributes. Given a document reporting an event
of interest (e.g., a civil protest), precursors are other documents
published earlier than reported incidents and can be viewed as influ-
ential in the lead up to the event. Predictive analysis for precursor
identification is an interdisciplinary subject which brings data scien-
tists and domain specialists addressing key challenges: i) obtaining
precise annotations of precursors is infeasible in practice; ii) data
and feature sparsity among different geolocations lead to tepid per-
formance of several machine learning models; iii) feature selection
from large-scale heterogeneous data sources is time consuming;
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iv) structure learning for precursor representations becomes criti-
cal for social analysts while little research has been conducted for
capturing semantic relationships or hidden contextual patterns for
event precursors.

Workshops for predictive analytics have been organized in the
past to educate participants regarding various challenges in event
detection/prediction associated with finance, healthcare, and poli-
tics. This tutorial focuses on machine learning solutions to spatial-
temporal event forecasting and precursor identification. Given a
set of spatio-temporal training data with event annotations, the
topics of this tutorial include: 1) methodologies of predicting the
occurrence of target events at a location in a future time window
from historical data streams; 2) highlights of recent progress of new
promising domains on spatial and temporal events; 3) identification
of precursors or prognostics for event analysis and decision making.

2 TUTORIAL OUTLINE

In this tutorial, we will discuss the foundations of event prediction
and precursor identification. We will proceed with a discussion of
various machine learning approaches that aim to forecast events
along with identifying precursors. These approaches extend classi-
cal learning approaches within frameworks of causal dependency,
temporal dependency, unsupervised learning, discriminative learn-
ing, generative models, multi-instance learning, multi-task learning,
and deep learning. Finally we will discuss a few broad applications:
(i) civil unrest movement detection, (ii) public health epidemic iden-
tification, (iii) crime events, and (iv) anomaly precursor detection
and showcase a demo with case study for future use.

In the first part, we will provide an overview of event prediction
and precursor identification problems. We will discuss different
domains of events and open source data sources for modeling and
analyzing events. We will also introduce the challenges in this area
compared with event detection and spatial prediction.

In the second part, we will focus on temporal event forecasting
which includes cauasal dependency mining (predefined causality([7,
17] and optimized causality [1, 12]) and temporal dependency
mining (markov decision processes [11, 15] and deep neural net-
works [5, 6, 10, 18]).

In the third part, we discuss spatio-temporal event forecasting
using unsupervised learning (distance based models [14] and scan
statistics-based models [2, 16]), discriminative learning (spatial
heterogeneity and dependency models[4, 19, 24, 25] and spatial
multi-level models [22, 26]), generative models [20, 21], mechanistic-
based models[23], and ensemble models [13].

In the fourth part, we will talk about precursor identification
with multi-instance learning [8], multi-task learning [9], and deep
neural networks [3]. In this tutorial, we will also discuss sequential
models such as Recurrent Neural Networks (RNNs) on time series
prediction problems and how the model generates predictions for
anomaly events in different applications.

At last, we will discuss real world applications and future direc-
tions.
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