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ABSTRACT

Critical incident stages identification and reasonable prediction of
traffic incident duration are essential in traffic incident manage-
ment. In this paper, we propose a traffic incident duration prediction
model that simultaneously predicts the impact of the traffic inci-
dents and identifies the critical groups of temporal features via a
multi-task learning framework. First, we formulate a sparsity opti-
mization problem that extracts low-level temporal features based
on traffic speed readings and then generalizes higher level features
as phases of traffic incidents. Second, we propose novel constraints
on feature similarity exploiting prior knowledge about the spatial
connectivity of the road network to predict the incident duration.
The proposed problem is challenging to solve due to the orthogo-
nality constraints, non-convexity objective, and non-smoothness
penalties. We develop an algorithm based on the alternating di-
rection method of multipliers (ADMM) framework to solve the
proposed formulation. Extensive experiments and comparisons to
other models on real-world traffic data and traffic incident records
justify the efficacy of our model.
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1 INTRODUCTION

The studies of early detecting the traffic incidents and estimating the
impact of the non-recurrent congestions caused by traffic incidents
have become increasingly important research topics due to the
significant social and economic losses generated. A one-minute
reduction on congestion duration produces a 65 US dollars gain
per incident [1]. Although non-recurrent congestion is hard to
predict due to its nature of randomness, the studies on impact and
duration of the traffic incidents are still ones of the major focuses for
the traffic operators. The vast deployment of transportation traffic
speed sensors and Traffic Incident Management Systems (TIMS)
make the traffic speed data and traffic incident records ubiquitously
accessible for the transportation operators. With the abundance
of the traffic data sources, an efficient multi-task learning model
can be implemented to provide an accurate prediction on incident
duration.

Incident duration is the time elapsed from the incident occur-
rence until all evidence of the incident has been removed from
the incident scene. From the perspective of traffic management
and operation, the life cycle of a traffic incident is split into five
stages: Detection, Verification, Response, Clearance, and Recov-
ery [20]. Figure 1 shows the life cycle of a traffic incident. However,
the five-stage life cycle separation cannot be used directly as the
temporal features for the traffic incident duration prediction. To
accurately estimate the duration of a traffic incident in its early
stages, the transportation operators and first responders encounter
three major challenges: 1) No explicit high-level temporal fea-
tures: Although the conventional five-stage life cycle separation is
effective for the purposes of traffic management, such five-stages
cannot be considered as temporal features in traffic incident dura-
tion prediction task. It is important to group the critical time point
features in the early stages of the incident forming higher level
time periods that can perform as a better indicator for predicting
the incident duration. 2) Hard to predict the influence of inci-
dent: In the research field of Traffic Incident Management, one
of the most essential tasks is to estimate the impact of the traffic
incident in terms of its temporal duration at early stages. However,
the performances of the conventional time series based methods
are limited by their incapability of identifying higher level tem-
poral features. 3) Spatial connectivity of the road networks is
rarely considered: The traffic congestion cascades within the road
network. As a consequence, the traffic patterns of incidents in their
early stages are similar when the traffic incidents are topologically
closer from the perspective of the road networks. Traffic incidents
that are spatiotemporally closer should share more similar traffic
speed patterns. However, this spatial correlation between traffic
incidents is rarely considered in the previous studies [15].
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Figure 1: From the perspectives of traffic management and transportation operations, the life cycle of a traffic incident is
separated into five stages: Detection, Verification, Response, Clearance, and Recovery

The existing methods are mostly infeasible to solve these chal-
lenges. Current feature learning methods such as £1-norm regular-
ized methods such as Lasso [28] have properties in terms of feature
selection. However, strong assumptions on the design matrix are
required [39]. Zhan et al. [32] propose an M5P tree algorithm to
predict the clearance time of traffic incident based on the geomet-
ric, and traffic features. Feature learning algorithms for biomarker
identification [40] and social event indicators [36] are proved to be
effective while finding higher level features. However, most of them
focus on learning important feature sets from attributes and does
not apply to our encountered problem due to expensive computa-
tion. In these studies, they considered the duration of an incident
to quantify the impact. However, their quantification strategies are
designed to capture the one-time impact of the incident, instead of
the time-varying nature of impact at different locations. Multi-task
learning based spatiotemporal model plays an important role while
considering the connectivity of the road networks. Multi-task based
spatiotemporal models focus on regression and classification prob-
lems such as county income prediction [33], social unrest event
forecasting [37], and even service disruption detection for transit
networks [10]. However, none of the previously proposed methods
is capable of modeling the spatial connectivity between features
at a higher level. Therefore, most of the existing models are not
suitable for our traffic incident duration prediction problem.

To address these challenges, we propose a Traffic IncidenT
DurAtion PredictioN (TITAN) model based on both sparse feature
learning and multi-task learning framework. Our main contribu-
tions are:

e Formulating a novel machine learning framework for
traffic incident duration prediction using temporal features.
In contrast to existing works, we formulate the problem of traf-
fic incident duration prediction for transportation systems as a
multi-task supervised learning problem. In the proposed methods,
models for different road segments are learned simultaneously by
restricting all road segments to exploit a common set of features.

® Modeling traffic speed similarity among road segments
via spatial connectivity in feature space. Based on the cascad-
ing nature of the traffic congestion in road networks, specifically
designed constraints are proposed to model traffic speed similarities
among data for spatiotemporally correlated road segments. These
similarities in feature space are driven by spatial connectivity.

¢ Proposing a sparse feature learning process to identify
groups of temporal features at a higher level. According to the
nature of the traffic incidents, the traffic speed fluctuation in the
early stages of the incidents is always important while estimating
the impact and duration of the traffic incident. In the proposed
model, constraints with sparsity and orthogonality are introduced
to extract grouped important temporal features at a higher level.

¢ Developing an efficient algorithm to train the proposed
model. The underlying optimization problem of the proposed
multi-task model is a non-smooth, multi-convex, and inequality-
constrained problem, which is challenging to solve. By introducing
auxiliary variables, we develop an effective ADMM- based algo-
rithm to decouple the main problem into several sub-problems
which can be solved by block coordinate descent and proximal
operators.

The rest of our paper is structured as follows. Related works are
reviewed in Section 2. In Section 3, we describe the problem setup
of our work. In Sections 4 and 5, we present a detailed discussion
of our proposed TITAN model for predicting durations of traffic
incidents, and its solution for parameter learning. In Section 6,
extensive experiment evaluations and comparisons are presented.
In the last section, we discuss our conclusion and directions for
future work.

2 RELATED WORKS

In this section, we provide a detailed review of the current state
of research for traffic incident analysis problem. There are sev-
eral threads of related work of this paper: traffic incident impacts
analysis, urban event forecasting, and spatiotemporal multi-task
learning.

Traffic Impacts Analysis. The applications of conventional
statistical methods have addressed its effectiveness in the traffic
incident duration time prediction problems. The statistical methods
fall into several branches: Bayesian classifier [7], discrete choice
model [16], linear/non-parametric regression [23], hazard-based
duration model [17]. In the recent decade, the Traffic Incident Man-
agement Systems (TIMS) have been deployed by traffic control
centers in various cities and highways to alleviate the influence
of traffic incidents on traffic conditions [19]. The historical traffic
data obtained corresponds to traffic incidents play an important
role in predicting the traffic incident durations. A new research
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field based on data-driven algorithms and supported by real-world
traffic data availability has recently emerged for traffic incident
duration prediction with increasing research popularity. Various
data mining and machine learning approaches have been employed
to estimate and predict traffic incident duration time. Some of these
approaches are the following: Lee et al. [14] proposed a genetic algo-
rithm on traffic incident duration time prediction problems; Kim et
al. and Zhan et al. [32] applied decision trees and classification tree
models on the same problem and achieved improvements; Valenti
et al. [29] proposed a support vector machine related method that
utilizes the temporal features of the traffic data; artificial neural
networks [30] is another highlighted direction for traffic incident
duration prediction. In recent years, the research field of Intelligent
Transportation Systems (ITS) have addressed its attention towards
the hybrid methods [12] to predict traffic incident durations.

Urban Event Forecasting. To predict and detect the occurrence
and impact the traffic incidents as urban events have received in-
creasing attention in recent years. A large body of traditional work
for event forecasting has focused on the early detection of events
such as earthquakes [25], disease outbreaks [34], and transit service
disruption [10], while event forecasting methods predict the inci-
dence of such events in the future. Temporal events are the major
focuses of the most existing event forecasting methods, with no
interest in the geographical dimension, such as stock market move-
ments [5] and elections [18]. A handful of works started to address
the urban event prediction problem on a spatiotemporal resolu-
tion. For example, Zhao et al. [35] proposed a multi-task learning
framework that models forecasting tasks in related geo-locations
concurrently and; Gerber et al. [9] utilized a logistic regression
model for spatiotemporal event forecasting, the urban event predic-
tions with true spatiotemporal resolution. One limitation of these
existing studies is that the temporal dimension is considered to
be independent of the spatial dimension, and any interactions be-
tween the two are ignored. Our proposed TITAN model addresses
the importance of the topology dimension, which is derived from
the spatial dimension. We propose a multi-task learning framework
with orthogonal constraints to model the interactions between the
temporal and topological dimensions.

Spatiotemporal Multi-task Learning. Multi-task learning (MTL)

refers to models that learn multiple related tasks simultaneously to
improve overall performance. Recent decades have witnessed pro-
posals for many MTL approaches [38]. Evgeniou et al. [8] proposed
a regularized MTL formulation that constrains the models of each
task to be close to each other. Task relatedness can also be modeled
by constraining multiple tasks to share a common underlying struc-
ture (e.g., a common set of features) [3], or a common subspace [2].
Zhao et al. [35] designed a multi-task learning framework that
models forecasting tasks in related geolocations. MTL approaches
have been applied in many domains including computer vision and
biomedical informatics. Our work, to the best of our knowledge,
is the first paper to address the feasibility of combining multi-task
learning and orthogonal regularization techniques to resolve traffic
incident duration prediction and critical phases learning problems.
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3 PROBLEM STATEMENT

Assume that we are given a collection of traffic incidents Z from the
traffic incident management system (TIM). For each traffic incident
i in Z, we find the spatially correlated traffic sensor s, and its traffic
speed reading at time interval 7: v5(7), the granularity of the time
interval is 1 minute. Given an incident record, and the traffic speed
readings of its corresponding traffic speed sensor, the main objective
of this paper is to predict the future impact of this given incident
in terms of the temporal duration of this traffic incident.

Definition I: Traffic speed in detection time and early verification
time. Suppose the verification time of the traffic incident is in time
interval 7, we define and extract two important time periods re-
spond time (time between incident occurrence 7, and incident verifi-
cation time 7,,) and early verification time (a short period after the
traffic incident verification time 1,,) for feature construction. The traf-
fic speeds for both time periods are extracted as: (1) Traffic speed
in detection time: the previous h readings: vs(7, — 1), vs(7y —
2), ..., vs(1y, —h) and (2) Traffic speed in early verification time:
the succeeding t readings vs(7y), vs(ro + 1), ..., Vs(0 + ).

Given the collection of traffic incidents, we first filter the collec-
tion with a selection @ of arterial roads. This produces the targeted
traffic incidents collection Z*. Then based on which traffic incident
takes place at the arterial road, Z* is grouped into {Z;}"€?, for
example, ® = {I-270, I-295, [-395, 1-495, I-66, I-95}.

We adopt a combination of traffic speed readings in detection
time and early verification time F = {vs(t, — h), ..., vs(7y + 1)} as
the training features. For each traffic incident subcollection Z;', we
construct the training input X, and the label Y. The problem is
then formulated as solving the mapping:

F(Xy) =Y, (1)

where X, € R"*P_ p = h+t;Y, € R". n, is the number of traf-
fic incident records for one arterial road; p represents the feature
dimension of the training data, which is a combination of the de-
tection time and the verification time; F; is the learning model for
inferring the traffic incident duration in the subcollection Z;.

Consider that our problem is to predict the duration of the traffic
incidents if there is a historical traffic speed reading for the corre-
sponding collection of target traffic incidents Z*, then it fits into the
scope of the regression problem. For instance, learning the function
F, can be modeled as a regression problem with a least square loss
function, and the model parameters w, can be learned by solving
the following optimization problem:

argmin £, = || X, W, - Yr”%/nr + AwlIWelly )

r

where Aw controls the sparsity of the grouped features, n;, is the
total number of data points in Z*. Moreover, as inspired by the spa-
tial correlations of traffic incidents introduced by the connectivity
between road segments, the subproblem F, defined in Section 3
to a regression problem under a multi- task learning framework.
The proposed model should be encouraged to capture hidden pat-
terns among road segments and to maintain sparsity in feature
space. Mathematically, this consideration inspires us to use the €3 i
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norm [4] to perform joint feature selection:

|2
argmin ) [1X, Wy = Yr[3/ny + Awl[Wrll3,, 3
r=1
where each column of W, which represented by W, denotes the
model parameters for F,. In this way, we can further model the
relatedness among the road segments with parameter matrix W.
The overview of the TITAN model is represented in Figure 3. The
following subsections address the details of the constraints on or-
thogonality and spatial connectivity.

4 MODEL

To identify the critical temporal features for traffic incident duration
prediction, orthogonal constraints are applied to the TITAN model;
to properly model the correlations between the traffic incidents
based on the connectivity between the arterial roads, we apply a
multi-task learning framework while designing the model.

4.1 Group Feature Learning

In the studies of Traffic Incident Management (TIM), one important
task is to identify the key response time points and periods of traffic
incidents. Assume that a two-vehicle collision occurs at 5:15 pm on
the road segment of Interstate 66, based on the traffic speed readings
from the traffic sensor, the transportation agencies want to learn
how much impact the traffic incident will introduce to the local
transportation system in terms of duration in time. The traffic speed
readings of 5 minutes and 15 minutes after the traffic incident’s
occurrence play an important role in predicting the duration of the
traffic incident.

Definition II: Groups of key time points for a traffic incident. The
group assignment information is represented in a vector, and the
ith group of time points is denoted by q; € RP. If the jth time
point feature belongs to this group, then the jth component of q;
is non-zero and the relative magnitude represents the ‘importance’
of the feature in this group. For training data X, for one specific
road segment, the new features generated by the group assignment
is given by X, q;. Assume that there are k groups of features and
the group structure is denoted by Q = [q;,qy, ..., qx], and the
generalized new features are given by X,Q. To assign physical
meaning to each generated group, the elements of Q have to be
non-negative.

The new model vector for the grouped features is denoted by
w, € RK. The resulting formulation of the key feature group iden-
tification problem is then defined by:

2|
argmin £ = )" X, QW, = Y, [I3/n, + Awl[Wlly,;

s r=1

s.t.Q2>0,q;ll; £0,i=1,..,k,

©)

where 0 the parameter that controls the sparsity of each assigned
group in Q. The ¢1-norm in the constraint determines the length of
the column in Q to be 0, which makes the group matrix Q easy to
be interpreted.

By solving Equation 4, the model learns the group structure of
the data features. However, the features may be largely overlapped
because the proposed constraint does not consider any restrictions

Fu, et al.

on feature overlapping. Such group overlapping is not ideal in our
problem setting of traffic incident duration prediction problem.
Because our selection of features is based on a time sequence of
traffic speed readings, the consecutiveness of the features always
provides a physical meaning.

In the research of traffic incident management, the lifetime of
an incident generally consists of five different stages: incident de-
tection, verification, response, clearance, and recovery. Because all
stages do not overlap with each other, we impose the orthogonal
constraints qiTq ; = 0 to control the overlapping conditions among
the groups. The original nonnegative constraint Q > 0 between
all i,j is also applied. In terms of simplicity and interpretation, we
normalize the group assignments and assume that the columns of Q
are of length 1 for £ norm. The constraint can further be expressed
by QTQ = I We use the £; norm regularization to control the
sparsity on Q. The improved formulation of group feature learning
can be given by:

||
argmin £ = 3" [X,QW, = Y,[|3/n,
QW r=1 (5)
+AwlWll2 1 + A0l1Qlly
st.0'Q=1Q0>0

4.2 Spatial Connectivity in Feature Space

In real-world transportation systems, different road segments are
spatially related by intersections or interchanges. That is, two or
more road segment may share similar traffic speed pattern during
the traffic incidents. For instance, traffic congestion on Interstate 495
could not only cause traffic pattern change at local road segments
but also lead to traffic pattern change on other arterial roads that
have close spatial correlations (e. g. Interstate 66 and US Route 7).
This spatial relatedness caused by network failure cascade [13, 26]
results in similar traffic speed fluctuations; therefore, a similar
pattern of traffic incident durations.

Road Network G* Line Graph G

~ o s
V4 -
ot
r's =
- Te(3) [

Figure 2: Road Segments Connectivity Shown by Adjacency
Matrix. The left figure shows an example of the road net-
work, the edges represent the road and the vertices represent
the intersections; the middle figure shows the converted line
graph of the road network, the vertices represent the roads;
the right figure shows the adjacency matrix generated from
the line graph.

Adjacency Matrix

I @

Definition III: Traffic incident spatial correlations. With prior
knowledge such as the road network connectivity, we assume that
the traffic incidents are spatially correlated with each other. Given
aroad network G* = (V*, £*), where the vertices set V* represents
the union collection of the intersections and interchanges, and
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Figure 3: A Schematic View of the Traffic Incident Duration Prediction Model (TITAN). Similarities among temporal features
are modeled by two major factors: spatial connectivity between arterial roads and the orthogonal constraint on Q. In particular,
arterial roads connectivity constraints encourage the model to decrease differences between spatially related arterial roads in
feature space. The orthogonal constraint encourages the model to identify groups of critical temporal features that are most

influential to the prediction results.

the edges set £* represents the collection of roadblocks. In order
to model the connectivity of the road network, we transform the
original road network graph G* to its line graph G = L(G*) = (V, £),
where the vertices set V represents the roads, and the edges set £
represents the connectivity between roads. The adjacency matrix
M of the line graph G reflects the overall connectivity of the roads.
The roads connectivity and the line graph transformation is shown
in Figure 2. Mathematically, we improve the model with constraints
on parameters among different tasks:

2|
DX QW = Yo [I3/ny + Aw W

r=1

argmin £ = |2,1

(6)
st IWi = W5 < mjeomge 2 0,V M5 =1

where each constraint with 5. forces the Euclidean distance be-
tween model parameters for a specific pair of road segments to be
within a range. As defined in Section 3, M is the adjacency matrix
that models the connectivity between road segments.

Combining the models represented by Equations 5 and 6, we
obtain our proposed TITAN model. By moving the non-trivial con-
straints that are correlated to spatial connectivity into the objective
function, we can obtain an equivalent regularized problem, which
is easier to solve:

L
argmin Z [IX-QW, — Yr||§/nr + AwlWll2 4
oW r=1
1 2 7)
+20lIQlh + 5 ,ZJ-M” AW = W5
Toy —
st.Q°Q=LQ >0

where Ay is trade-off penalty balancing the value of the loss function
and the regularizers. M is the adjacency matrix representing the
road connectivity; M;; € {0, 1} denotes the connectivity informa-
tion between the i-th road and the j-th road. Because the line graph

G for road segments is undirected, the corresponding adjacency
matrix M is a symmetric matrix. The coefficient % is introduced to
eliminate the repeatedly added lower triangular matrix.

5 PARAMETER LEARNING FOR TITAN

The objective function in Equation 7 is multi-convex and the regu-
larizer €3 1 is non-smooth. This increases the difficulty of solving
this problem. A traditional way to solve this kind of problem is to
use proximal gradient descent. But this approach is slow to con-
verge. Recently, the alternating direction method of multipliers
(ADMM) [6] has become popular as an efficient algorithm frame-
work which decouples the original problem into smaller and easier
to handle subproblems. Here we propose an ADMM-based Algo-
rithm 1 which can optimize the proposed models efficiently. In
particular, primal variables are updated on Line 4, dual variables on
Line 5, and Lagrange multipliers on Line 6. Line 7 calculates both
primal and dual residuals.

5.1 Augmented Lagrangian Scheme

First, we introduce an auxiliary variable Ug = Q and Uy = W
into the original problem 7 and obtain the following equivalent
problem:

| D]
DX QW = Y13 /ny + AwllUw 1

r=1

1
+AgllUgll, + 5 ,-Z,-M“ AxlIWi = W3

argmin
[S)

®)

st.Ug=Q,Uw =W, Q"Q0=LQ>0

where © {W,Q,Uw, Ug} is the set of variables to be opti-
mized. Then we transform the above problem into its augmented
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Algorithm 1: An ADMM-based solver for TITAN.

Input: X, Y

Output: W, Q

nitialize W), 9, UR), U, AL, A, A;

Initialize p = 1, ? > 0,e? > 0, MAX_ITER;

for k =1: MAX_ ITER do

Update wk), Q(k) with BCD using Equations 12 and 13;
Update Ug:]) and Ug) with Equations 16;

Update A(k), A(Zk), and Agk) with Equations 17;
Compute p and d by Equations 18;
if p < e? andd < ¢ then
‘ break;
end

end

Lagrangian form as follows:
|2
. 2
argmin " [IX,QW, = Y, [I3/n, + AwUwllz, 1
(S]

r=1
+AgllUglly + >\ Mij - Aclwi = W13
ij
+ (A1, W = Uw) + (A2,Q - Ug) + (A3,1- QTQ)

p P P 2
+ SIW = Uwlf + Z1Q - Ugllf + SIT- Q7 QI

©

where Aj, Az, and A3 are the Lagrangian multipliers. With this
step, we decouple the original problem into two easier to handle
problems in which seven variables W, Q, Uy, Ug, A1, Az, and A3
will be optimized individually. Note that the coefficient % is omitted
according to the optimization problem, and || - || ¢ is the Frobenius
norm.

5.2 Parameter Optimization

The Lagrangian form in Equation 9 is separated based on the primal
variables and the dual variables, where the problem of solving the
primal variables W and Q is smooth and convex:

||

argmin " IX,QW, = Y, [+ > Mij - 4| Wi - W2
w.Q = ij

+ (A1, W = Uw) + (A2,Q - Ug) + (A3, 1- QT Q)

P P P 2
+ 5 IW = Uwlf + 21Q - Uglly + ST - Q7 QI

(10)

5.2.1 Update W. We define Equation 10 as objective function Q
which is multi-convex. In particular, Q of W, is convex where all
other W, are fixed. This kind of problem can be decoupled into
subproblems using block coordinate descent (BCD) [31], in which
each W, is updated by solving the following sub-optimization
problems:

W, « argmin Q. (11)
Wr
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Q is smooth and convex for each W, and can be solved by gradient
descent as follows:

lile;

= P(i)+2 i AW —W; 12
oW, (@) + le:Mu (W; _I) (12)
where according to the BCD algorithm, the dQw /dW; is calculated
in sequence, from i = 1 to k. And the P(r) is defined as follows:

P(r) = 20" X} (X, QW = Y,) + AT + p(W — Uy)

where A and Uy, are the r-th columns of the corresponding La-

grangian multiplier and dual variable.

5.2.2  Update Q. Similarly, the objective function Q of Q is also
smooth and convex. Because there are no constraints defined be-
tween the columns of Q, the problem can be solved by gradient
decent directly based on the objective function 10, and the gradient
of Q is calculated by:

Q A, r
== =2 3 X[ (X,QW, = Y)W/ + Az
r=1

0Q (13)

+2QAs + p(Q - Ug) +2pQ(Q"Q - 1)
and the primal variable Q is then updated with a step size of a:

oQ
Q+<—Q-a-E (14)

Now that the primal variable W is taken care of, the dual variable
U,, is updated as follows:

U}, — argmin As[Us o1 + 2101 + W= Uull3. (15)
Uy
Note that this problem is the definition of proximal prox £/ p(Ul +
W), where fi is the non-smooth function As|[Usy |2 1. The proximal
operator can be solved efficiently using [21].

5.2.3 Update Dual Variables. Now that primal variables Q and
W is taken care of, the dual variables Ug and Uy are updated as
follows:

U{’,v — proxfbl/p(Al + W), (16)
U5 — pI“OXfZ,l/p(Az +0Q)

where f1 is the non-smooth function Aw ||[Uw |2 ; and f2 is the non-
smooth function Ag|[Ug|l,. The proximal operator can be solved
efficiently using proximal operators [21].
Next, the Lagrangian multipliers A, Az, and A3 are updated as
follows:
Al — A1+ p(WT - Uy,)
A — Mg+ p(Q" ~UY) a”)
A} = As+p(QTQ" - 1)
Finally, primal and dual residuals are calculated with:
p=IIW* = Uyl + Q" - U5, +11Q*TQ* ~ 1,
(18)
d = p (IUg - Uwll, + UG - Ugll, ) -

where p is primal residual, and d is dual residual.
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6 EXPERIMENT

In this section, we present the experiment environment, dataset in-
troduction, evaluation metrics and comparison methods, extensive
experimental analysis on predictive results, and discussions on the
learner features.

6.1 Experiment Setup

6.1.1  Experiment Environment. We conducted our experiments on
amachine with Intel Core i7-4790 3.6 GHz, the computational power
of this CPU is 4.13 Gflops per core. For real-world traffic incident
analysis problems, time requirements should be an important factor.
The most time-consuming process of our proposed TITAN model is
at the training stage. The training stage learns the parameters for
temporal features W and the orthogonal groups of the temporal
features Q. A matrix multiplication XQW will generate the predic-
tion rapidly. In the validation and testing stages, our prediction for
a single data point is generated in less than 0.003 seconds.

6.1.2  Dataset and Feature Settings. We evaluate our proposed Traf-
fic Incident Duration Prediction model using two real-world traffic
data sources. 1) Traffic incident records with reported dura-
tion. We collect 43,923 records of traffic incidents in the year 2018
from three major transportation agencies in the Washington DC
Metropolitan area: Washington DC, Virginia State and Maryland
State departments of transportation. From the collected traffic inci-
dent records, we select 29,075 traffic incidents that take places on
the six major arterial roads in the region: I-270, I-295, I-395, I-495,
1-66, and I-95. In the selected data frame, the time duration of the
traffic incidents are recorded in minutes, and we utilize the duration
as the ground truth. From the selected incidents 80% of the records
serve as the training set, while the rest serve as the testing set. 2)
INRIX traffic speed data. We leverage the traffic speed readings
from the traffic sensors as the training features. Given the location
and verification time of the traffic incidents, we collect traffic speed
readings of nearby traffic sensors.

The connectivity of the road network determines the number of
tunable parameters in our TITAN model. According to the selected
arterial roads in our experiment, seven hyperparameters can be
tuned. During the experiment, we observe that the value of the loss
function is significantly larger than regularizers, which means a
large penalty should be used to balance the loss function and the
regularizers.

6.2 Comparison Methods

To evaluate the performance of the traffic incident duration predic-
tion, 5 comparison methods are considered in our experiment: £,
regulized linear regression (ridge regression), {1 regulized linear
regression (LASSO), support vector regression (SVR), Naive multi-
task learning model (nMTL), and feature refiner method (FeaFiner).

o {3 Regulized Linear Regression (Ridge) [23]. Ridge regres-
sion is an extension for linear regression. It’s a linear regression
model regulized on £, norm. The A parameter is a scalar that con-
trols the model complexity; the smaller A is, the more complex the
model will be. In our implementation, A is searched from {10, 100}.
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This model only considers the temporal features on duration pre-
diction. No multi-task for arterial road connectivity and grouped
temporal features are considered.

¢ {1 Regulized Linear Regression (LASSO) [24, 27]. This is a
classic way to conduct cost-efficient regressions by enforcing the
sparsity of the selected features. It has been proved to be effective in
the field of event detection [24]. It includes a parameter A that trades
off the regularization term; typically, the larger this parameter is,
the fewer the selected features will be. In our experiment, A is
searched from {1, 10, 100}. The feature configurations applied by
this model is the same as the ridge regression model.

e Support Vector Regression (SVR) [27]. Support vector re-
gression provides solutions for both linear and non-linear problems.
In our experiment implementation, we utilize non-linear kernel
functions (RBF kernel) to find the optimal solution for incident
duration prediction problem. The model parameters are selected
with ¢ = 1 and € = 0.1. This model considers similar temporal
features with ridge regression and LASSO methods, no multi-task
features for connectivity is considered.

e Naive Multi-task Learning Model (nMTL) [37]. We imple-
ment the fundamental settings of the naive multi-task learning
model for event detection. This comparison method is regularized
with €1 constraint between tasks. The training tasks of this model
are split by the arterial roads. The correlations between tasks are
intuitively constrained by £, norm, and within each task, the im-
portance of the features are constrained by ¢; norm. The penalty
parameter A is searched from {1, 10, 100}.

o FeaFiner [40]. FeaFiner regression model with a capability
of learning feature clusters. This method learns an optimal sparse
feature grouping for general regression problems. However, there
are no multi-task properties supported. In our implementation of
this method, we apply this method on the complete set of traffic
incidents, and the target feature is selected to be the temporal
features. In the parameter initialization, we select the parameter
k = 30 for the k-Mean clustering.

6.3 Evaluation Metrics

To quantify and validate model performance on traffic incident du-
ration prediction, we adopt root mean squared error (RMSE), mean
absolute error (MAE), and mean absolute percentage error (MAPE).
These metrics are widely utilized in the field of traffic duration
prediction studies [11, 15, 22, 41], it reflects the predictive perfor-
mance of the proposed model. Equations 19, 20, and 21 represent
the calculations of the selected evaluation metrics:

N
RMSE@.9) =\ 3 . i = 50 19)
s
MAE(y.§) = 55 ., lvi = il (20)
i
MAPE(y.§) = ~ i ﬂ‘ (21)
N Yi

i
where N is the total number of records; y is the predicted traffic
incident durations represented in vector; g is the ground truth value
of the corresponding record, which is also represented in vector. y;
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Table 1: Traffic Incident Duration Prediction Comparisons (RMSE (Min), MAE (Min), MAPE (%))

Method 1-270 I-295 I-395

RMSE MAE MAPE RMSE MAE MAPE ‘ RMSE MAE MAPE
Ridge 92.4709  76.4666  96.3826 | 89.1404 69.1273  87.3530 | 84.6881  65.5869  83.3106
LASSO 90.8535 73.8732  90.3336 | 76.4372 58.8515 70.1599 | 72.4028 55.8695  68.8993
SVR 87.8016  72.9036  88.7639 | 72.4579 53.9583  68.6843 | 68.4456 50.0854  62.6849
nMTL 70.7942 59.9754  82.8141 | 55.4657 42.6052  55.3893 | 57.2953 43.3107 41.2034
FeaFiner 77.0080 57.5550 81.4397 | 63.3036 50.1060 62.6381 | 51.6727 40.8695 47.4805
TITAN 73.1291  59.5265 81.3789 | 46.0873 34.3043 52.9296 | 46.2329 38.9277 42.3794
Method 1-495 I-66 1-95

RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE
Ridge 69.9718 52.2384 81.2393 | 80.4118 62.5392 85.3443 | 76.0088 64.6172  80.1281
LASSO 60.0119  48.5583  75.6027 | 68.0900 60.7429  77.9394 | 84.5617 58.7706  69.6493
SVR 58.9676  46.7641  71.5021 | 72.7470  59.0808 71.1609 | 62.8689 54.7717  68.8999
nMTL 52.5722  40.5422  63.6820 | 60.6244 484900 584887 | 57.1166 45.1327 49.4991
FeaFiner 56.3049 44.0023 44.9048 | 62.5098 50.4090 56.4438 | 55.6806  46.0073  56.0013
TITAN  47.7131 31.7725 37.1649 | 53.7001 44.3786 40.9370 | 52.6403 40.5345 49.9848

and y; are the i th predicted result and the i’ h ground truth value
respectively.

6.4 Incident Duration Prediction Analysis

6.4.1 TITAN Performance Analysis on Spatial Connectivity. Table 1
summarizes the comparisons of our proposed method to the com-
peting methods for the task of traffic incident duration prediction.
From the experimental results, we can justify our application of a
multi-task learning framework for predicting the incident duration.
In general, TITAN outperforms the single task models (LR, SVR,
and FeaFiner) on RMSR, MAE, and MAPE. This result shows that
the spatial correlations between the road segments can improve
the performance of the traffic incident duration prediction. The
TITAN model outperforms the nMTL on RMSE and MAE. These
results demonstrated that for the traffic incident duration predic-
tion problem, only ¢; regularizers is insufficient, detailed spatial
connectivity between the road segments should also be considered.

6.4.2 TITAN Performance Analysis on Feature Groups Learning. TI-
TAN Performance Analysis on Feature Groups Learning. Among
the comparison methods, the FeaFiner [40] method considers the
orthogonal constraint that is capable of grouping low-level features
into a high-level feature representation. The original FeaFiner ap-
plies the Ridge and LASSO as the original problem settings. Thus,
the results presented in Table 1 can be categorized by whether the
orthogonal constraints are considered or not. The methods con-
sider orthogonal constraints are FeaFiner and TITAN; the methods
do not consider the orthogonal constraint are Ridge, LASSO, and
SVR. By comparing these two categories, we learn that the overall
performance of the methods consider the orthogonal constraint is
better than the methods do not consider the orthogonal constraint.
However, the overall performance increase is not as significant as

the performance increase from the spatial connectivity constraint
introduced by the framework of multi-task learning.

6.4.3 Performance Analysis between Training Tasks. The results
in Table 1 show that the model performance for traffic incident
duration prediction is not the same across different road segments.
For instance, the prediction performances of all the comparison
methods on highway [-270 only have slight differences between
each other. This is because the highway I-270 only has one spatial
connectivity to the rest of the road segments, and the constraint
of Euclidean distance for I-270 only shares a limited connection
between the other columns of the feature matrix W. In contrast, our
model for the highway I-495 outperforms the comparison methods,
because the subtask for I-495 shares feature similarity with all other
subtasks.

-3
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(a) TITAN w/o Orth. Const. (b) TITAN with Orth. Const.

Figure 4: Feature Learning Results on Q

6.5 Feature Groups Assignment Analysis

The orthogonal constraint ensures the proposed model to learn a
group of highlighted features that play an important role in pre-
dicting the traffic incident durations. In our experiment, we also
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Figure 5: Illustration of how the number of grouped temporal features will affect the performance of the TITAN model. The
performance is evaluated in terms of RMSE, MAE, and MAPE respectively.

study the results of the learned group features empirically. In the
experiment, we set the number of groups to be 10, and we also apply
two conditions: 1) TITAN with orthogonal constraint and 2) TITAN
without orthogonal constraint. Figure 4 shows the learned feature
groups assignments for both experimental conditions. We can find
the learned features with orthogonal constraint overlap less than
the learned feature assignment without orthogonal constraint.

While experimenting without the orthogonal constraint, we
found that the model has a preference for grouping the low-level
features into one feature assignment for every group q;. Figure 4(a)
shows the single feature group assignment for the model without
orthogonal constraint. From Figure 4(a), we can find that for the
model without orthogonal constraint, temporal features with higher
indexes are assigned with higher weights (>300). This result is
reasonable because this can be interpreted as the duration of the
traffic incident can be better inferred with the most recent traffic
speed readings.

To compare with the model with orthogonal constraint, Fig-
ure 4(b) shows the learned feature group assignment for several
subtasks. We can find the most weighted feature group by checking
the weights in the learned variable W. For example, in Figure 4(b),
we demonstrate top weighted group for three subtasks (I-495, I-66,
and I-395). From Figure 4(b), we find that the top assigned feature
group for different arterial roads differ from each other slightly.
This result shows that the most critical temporal features for pre-
dicting the traffic incident duration for different roads differ. This
observation is valuable for the transportation operators and first
responders. In Figure 4(b), we can observe that the high-level fea-
tures of the subtask I-495 have a shift comparing to the subtask of
I-395. The 10 minutes’ shift indicates that to predict the duration
of an incident on I-495, the traffic speed readings of 10 minutes in
advance have higher importance.

6.6 Case Studies

During the experiments, several interesting facts revealed by using
the proposed approach were discovered. Here we discuss the details
towards the identification of the critical phases for traffic incidents
and the influences of the connectivity between the arterial roads.

6.6.1 Critical Phases Identification for Traffic Incidents. According
to the experiment results on the correlations between the number
of groups and the performance of the TITAN mode, we discover the
optimal number of groups for the temporal features. The physical
meaning of the number of groups in this experiment, corresponding
to the number of phases will be identified for the traffic incidents.
As mentioned in Section I, the life cycle of the traffic incident is
conventionally grouped into five phases: detection, verification,
response, clearance, and recovery. Although such grouping strat-
egy is efficient in the perspective of transportation management
and operations, it cannot provide useful temporal feature group-
ing to predict the traffic incident durations. From this experiment,
we can study how the performance of the TITAN model will be
affected with respect to the number of feature groups. As shown
in Figure 5, we illustrate the RMSE, MAE, and MAPE obtained by
varying the number of the groups from 1 to 50; and the color-coded
lines representing different arterial roads in the experiment. From
Figure 5, we learn that for most of the arterial roads, the TITAN
model reaches the best performance when the number of groups in
the ranges of 18-20 and 40-43. This experiment result indicates that
the conventional five-phase definition of traffic incident life cycle
may not provide informative input to the traffic incident duration
prediction problems.

6.6.2 Influences of Arterial Road Connectivity. The performance
differences between the arterial roads can be observed in Figure 5.
In Figure 5, the general prediction performance of the arterial road
Interstate 495 outperforms the rest of the arterial roads, and the
arterial road Interstate 270 has the worst duration prediction re-
sults overall. This comparison result reveals that the connectivity
between different arterial roads plays an important role while pre-
dicting the traffic incident duration. Because the more connection
with other arterial roads means the more information shared with
other train tasks in the training stage. The Interstate 495 intersec-
tions with all other arterial roads, while the Interstate 270 only
intersects with the Interstate 495.

7 CONCLUSION

This paper presents a novel traffic incident duration prediction and
feature learning model TITAN. The proposed model is designed
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based on the multi-task learning framework for prediction, and a
sparse feature learning framework for higher feature groups iden-
tification. The proposed TITAN model outperforms the existing
traffic incident duration prediction models because of two major
advantages in model design: 1) consideration of the connectivity
between road segments within the urban road networks; 2) the
learned higher level features provide a better predictive pattern for
the problem of traffic incident duration prediction. Extensive ex-
periments on real-world datasets with comparisons of the baseline
methods justify the performance of TITAN model. By applying the
orthogonal constraint, the proposed model is capable of identifying
groups of higher level features which can be further considered as
the critical evolution stages of the traffic incident. Such functional-
ity provided by our proposed model is helpful for the transportation
operators and first responders while judging the influences of the
traffic incidents.
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