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Abstract—Existing COVID-19 prediction models focus on
studying the dynamic nature of the virus spread by using
pandemic-related temporal data. In this paper, we present a
work that exclusively uses comprehensive socioeconomic factors
to predict the high risk areas of COVID-19 infection based
on fine-grained static spatial analysis. Moreover, the most and
least influential socioeconomic factors on COVID-19 spread
are identified. This paper uses a uniquely built dataset by
combining local states’ cumulative COVID-19 statistics and their
associated socioeconomic features on the zip code level. Further,
the work solves the lack of data by augmentation. To evaluate
the work, four case studies are conducted on Florida, Illinois,
Minnesota, and Virginia. Experimental results show that the
study provides accurate predictions with respect to ground truth
data. By identifying high risk areas and socioeconomic factors,
policymakers can use this study to take necessary measures to
help disadvantaged communities.

Index Terms—COVID-19, Socioeconomic, forecast, static spa-
tial analysis, Data Augmentation

I. INTRODUCTION

Towards the end of 2019, the novel coronavirus was first
identified in Wuhan, China [20]. The virus was named Sars-
Cov-2, and the associated acronym COVID-19 was issued
by the World Health Organization (WHO). The transmission
rate of COVID-19 was extremely high that by March 11th,
2020 a pandemic was declared by WHO. At the beginning
of 2020, the virus has spread globally without any known
treatment or approved vaccines. WHO recommended that
people follow guidelines to prevent contracting COVID-19.
Since there was no known timeline on when vaccines would
be widely available for the public, we needed understand the
social and economic determinants of COVID-19 and identify
the spread in high risk geographical regions for any future
pandemic such as this.

Most of the existing works on pandemic modeling focus on
using historical data for forecasting the dynamic trends [14],
[24], [32], [41]. Very few works focus on the relatively static
characteristics of the spatial areas that play an essential role
in the disease spread. Therefore, this research takes a different
direction to forecast based on socioeconomic and static spatial
analysis. Throughout history, socioeconomic status has been
linked to health. Individuals higher in the social hierarchy
typically enjoy better health than those below; socioeconomic
status differences are found to increase rates of mortality
and morbidity in almost every disease and condition [1].

Fig. 1: Newspapers linking racial minorities with COVID-19
spread. A zoomed example from Chicago of two neighboring
areas with disparate rates of race and income. Although they
are neighboring areas, one has more cases than the other.

Socioeconomic factors impact all facets of human functioning,
including health and quality of life.

While the impact of socioeconomic status on the pandemic
has been studied in previous work [18], there was limited
quantitative analysis available. The correlation between so-
cioeconomic factors and the affected regions is yet to be ex-
haustively investigated. Studies have shown the disparity in the
spread of the virus among different demographic groups [39],
see “Fig. 1”. Conclusions were made based on this superficial
observation in both mainstream media and academic research
about how people from certain racial backgrounds were more
susceptible to the virus, but the key element behind that
peculiar observation is often the underlying socioeconomic
factors in their residential regions. Therefore, it is important
to identify those factors so that policymakers can locate more
vulnerable geographical areas and take necessary measures to
help these communities.

In this paper, we focus solely on static socioeconomic
features collected from Census data to train our model to
predict areas that are most and least vulnerable to COVID-
19 or similar future pandemics. Since our goal does not in-
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volve future predictions, we avoid using time-series forecasts.
Instead, we are more interested in answering the following
research questions:

• Can a model predict high risk areas of COVID-19 infec-
tion in an area based on socioeconomic features alone?

• Can we accurately identify which socioeconomic features
have the most and least effect on the spread?

Hence, we use machine learning models along with a GCN
model to predict the high risk areas of COVID-19 spread based
on zip codes using data collected from the U.S. Census and
local states health departments. Then, we rank the zip codes
according to the severity in infection ratio and analyze the
performance of our methodology to identify those places.We
also provide 4 case studies on four U.S. state along with quan-
titative and quantitative analysis in hopes that policymakers
would explore the impacts of socioeconomic disparities on
COVID-19 spread in our society and allocate needed resources
ahead of time in similar future situations.

The main contributions of this work are summarized as
follows:

• We present a model that exclusively uses comprehensive
socioeconomic factors to predict the high-risk areas of
COVID-19 infection based on fine-grained static spatial
analysis.

• Identify the socioeconomic factors that have the most and
least impact on the spread of COVID-19 in a community.

• We build a dataset combining local states’ COVID-19
statistics and their associated socioeconomic features on
the zip code level.

II. RELATED WORKS

Previous research in this area focused on COVID-19 spread
forecasting and distribution. Furthermore, papers that examine
how socioeconomic factors affect individuals’ health fell short
in the number of factors they consider. We discuss them in
detail below.

COVID-19 modeling and forecasting: The importance
and scale of the pandemic globally have attracted researchers
to work on modeling the spread of COVID-19. Fong et al.
[14] propose an optimized forecasting model which utilizes
a polynomial neural network with corrective feedback to
forecast the outbreak of COVID-19 using a small dataset.
Kumar et al. [24] proposes a forecasting model using ARIMA
and Prophet time series model. Moreover, Melin et al. [32]
present a multiple ensemble neural network model with fuzzy
response aggregation for COVID-19. The model was used to
predict COVID-19 time series in Mexico on state and country
levels. Ramchandani et al. [41] proposed a Deep Learning
model using a combination of temporally static(e.g., census
characteristics) and dynamic features to predict future data
about the pandemic. Most of the work in this regard uses
a combination of dynamic features (e.g., mobility flow) and
historical pandemic data to make forecasting for a certain
number of days into the future. Therefore, the effect of static
features of a particular region on the spread of the disease

has not been explored. Our work addresses this issue by
considering a set of static socioeconomic features that have the
most proven impact on the spread of COVID-19 see Fig. 2.

Socioeconomic factors and health: Previous research has
explored the relationship between socioeconomic factors and
health-related issues. Sethi et al. [47] propose a model that
integrates geographical, socioeconomic, behavioral, demo-
graphic, and healthcare indices on a county-level resolution
to discover factors of the longevity gap in the United States.
Babar et al. [3] study three disease outbreaks in Pakistan to
better understand environmental and socioeconomic factors
impact on them. They perform independent factor analysis
using decision tree and logistic regression to show the as-
sociation of factors with disease outbreaks. However, they do
not leverage the spatial dependency of the affected areas for
their predictive model. When it comes to COVID-19 spread,
researchers have explored static features like comorbidity
and ethnicity along with some socioeconomic factors [38].
However, we focus solely on socioeconomic factors as the
use of ethnicity can often be misleading due to the underlying
socioeconomic conditions of the localities where people of
a certain race are more in number. Furthermore, existing
research solely explored the effect of socioeconomic factors
on the severity of COVID-19 outbreak [29], [33], but their
works are insufficient since they do not consider the various
categories of socioeconomic factors that can affect the spread.
These works depend on a factor called Socioeconomic Status
(SES) derived using a predefined formula that takes select
few factors. Our work differs significantly, as it focuses on
exploring how each of the different socioeconomic factors
correlates to the spread and how it can be leveraged to build
a predictive model that learns the most important features
and the spatial dependency among multiple different regions.
Hence, we address the gap by determining more than 30
socioeconomic factors correlated with COVID-19 spread. We
use machine learning models and a Graph Convolutional
network (GCN) to predict the infection ratio of the areas at
risk of COVID-19 in fine-grained spatial analysis.

III. DETERMINANTS OF THE COVID-19 CASES
(FEATURES)

Socioeconomic features in our research are used to deter-
mine COVID-19 high risk regions. Those features have been
selected using the knowledge of a domain expert and backed
with studies from the medical and social science fields (see
sec II. Previous research focused on race and ethnicity in
relation to the spread of COVID-19 due to higher infection
rates in regions where minority groups resided [9], [46]. We
believe that there has been a misconception in the exclusive
association between race and increased positive cases of
COVID-19, and the socioeconomic variables shared among
those regions should be investigated. In this study, we group
the investigated socioeconomic factors into categories. For
each category, detailed features are used to describe how each
factor is surveyed. Our resulting categories include: education,
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employment, income, home/rent values, house characteristics,
healthcare, transportation, and area characteristics.

The socioeconomic factors can disallow a large portion of
people from practicing the safety precautions of COVID-19
and avoid environments with a high probability of infection.
The level of education in a community has been overlooked
in previous studies. Although higher education is not the only
characteristic required to obtain a job to enable employees
to carry out their jobs remotely during the pandemic, it is
one of the leading means. Moreover, education levels play
a role in helping people think critically about social matters
in general and conspiracy theories in particular [50]. Believ-
ing in conspiracy theories that promote misinformation like
“COVID-19 is a hoax” may result in serious implications [21],
[50]. In this work, three traits were selected to represent the
education level in a community: the number of people over
18 with less than high school degree, people over 25 with a
minimum of bachelor’s degree, and without a bachelor degree.
In addition, lower education levels have been associated with
higher COVID-19 mortality rates [17]. It is not necessary that
lower education levels could be the source factor in the spread,
but it is crucial to include the category in the study.

Retail employees, security personnel, farmers, and other
workers from the service industry are essential workers. Their
jobs compel them to be at risk of exposure to COVID-19 more
than others. Similarly, healthcare workers and protective ser-
vice workers are also at a higher risk of unavoidable exposure
[4]. These front-line jobs require working onsite, which makes
physical distancing impossible due to frequent interactions
with others. Besides, some workers who experience some
COVID-19 symptoms try to avoid taking tests because they
may be afraid to lose their jobs, have no insurance, or may
not be able to have paid sick leaves. As a result, they must be
physically present at work to fight for unemployment and risk
others the exposure to COVID-19 infection. According to Pew
research center, 25% of U.S. adults report that they or someone
in their household was laid off during the pandemic [36].
Thus, employees in similar situations have high chances of
being exposed or being carriers of COVID-19 [16]. Our work
added the following traits related to employment category
for each zip-code in the states of IL, MN, FL, and VA:
number of insured people, number of people in service jobs,
production/transportation/material jobs, private/wage salary
jobs, management/business/science/arts jobs, government jobs,
and public administration jobs.

The spread of COVID-19 cycle continues for those who
cannot afford to choose quarantine over the risk of exposure.
Blue-collar workers generally depend on public transportation
to get to their jobs [10]. No matter how a workplace can
afford to apply safety measurements to mitigate the exposure
of COVID-19 in work environments, those employees who
cannot afford to have car and use public transportation can
have a high risk of exposure to COVID-19. For example, a
person travelling through public transportation (a bus) can be
a super spreader source of COVID-19 [30]. Therefore, the
number of houses with no vehicles available and houses with

a vehicle or more is considered in the socioeconomic traits.
A study conducted in the U.K. concluded that those with

the lowest household income were six times less likely to
be able to work from home and three times less likely to
self-isolate [2].Consequently, essential workers not only risk
themselves but also their family members of exposure to
COVID-19, unless their residence is large enough to isolate
and conform to social distancing measures. Unfortunately, not
all workers can afford bigger residences such as one room for
each person. Therefore, this work considers the households’
characteristics and home/rent values and their impact on the
spread of COVID-19. For instance, a worker comes back from
his job using public transportation to their family of 4 members
living in a 2-bedroom apartment. If the person is exposed to
COVID-19, it would be hard for him/her to isolate without
risking the rest of the family members. Thus, overcrowding or
poor housing conditions increase the chances of spreading the
virus. Household crowding is a situation where “the number
of occupants exceeds the capacity of the dwelling space
available” [35]. Multiple studies have concluded that there
is a strong association between household crowding and the
high risk of COVID-19 infection [7], [8], [13], [40]. Our
study considers household characteristics traits through the
following statistics for each zip-code in the four U.S. states
such as: number of houses with 4 or more people occupied
household, 1 or more occupants per room, 1 or less occupants
per room, 3 or fewer people occupied household, the average
population per house, total housing units with less than or
equal to 4 rooms, total housing units with less than or equal
to 5 rooms, total housing units . Additionally, studies show
that homeowners are more likely to work from home and
self-isolate than those who rent or live in shared apartments
[2]. Hence, we also considered some owned homes and rent
value traits in our study: total occupants per house units, total
occupied units paying rent, total owner-occupied units, home
values above 200k, and total occupied units paying rent over
3k.

There are other socioeconomic factors connected to the
spread of COVID-19 that we included in our study. Poverty
levels soar in disadvantaged communities, especially in sit-
uations where area deprivation is prominent. Such areas are
described as areas where people are clustered with limited
possibilities for choosing residence destinations [37]. People
are more likely to be infected with COVID-19 in those areas
[13], [31], [34]. The poverty socioeconomic traits are included
as well; population density, the persons below 50%, 100%,
and 150% of the poverty level. Distance of food access in
an area is one of the socioeconomic determinants that may
oblige some people who seek safety from COVID-19 to leave
their homes to obtain their necessities. For instance, someone
who lives in a secluded area (safe from the spread of COVID-
19) with a family of 5 may leave to the nearest food access
(supermarket), which is located 10 miles away. That person has
a high risk of infection due to that visit to shop for groceries
[25]. Thus, we include areas with food access of greater than
5 miles in our analysis.
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TABLE I: Chosen Socioeconomic factors taxonamy and examples after testing the hypothesis that there is a correlation between
each socioeconomic factor and the cumulative number of COVID-19 cases

Category Feature Cor 95% CI
Poverty < 150% 0.188 (0.157 to 0.212)
Total housing units 0.154 (0.123 to 0.185)
Total housing units ≤ 4 rooms 0.215 (0.184 to 0.245)
Food Access 0.075 (0.043 to 0.106)

Area
characteristics

Population Density 0.233 (0.203 to 0.263)
25+ years with less than highschool degree 0.237 (0.206 to 0.267)Education 25+ years with minimum bachelor’s degree -0.06 (-0.094 to -0.03)
Service jobs 0.134 (0.102 to 0.165)
Production/transportation/material job 0.061 (0.029 to 0.093)
Private wage salary job 0.106 (0.073 to 0.137)Employment

Population not working from home 0.117 (-0.085 to -0.15)
Healthcare Uninsured Civilian noninstitutionalized 0.187 (0.155 to 0.217)

Total occupied housing units 0.158 (0.123 to 0.189)
Owner occupied housing units -0.29 (-0.322 to -0.26)Home/rent

values Total occupied units paying rent 0.302 (0.272 to 0.330)
1 or more occupants per room 0.283 (0.253 to 0.312)
Average population per house 0.209 (0.179 to 0.234)House

characteristics Houses with no vehicles available 0.238 (0.207 to 0.267)

The socioeconomic factors investigated in this paper have
been carefully selected by a domain expert. We provide the
dataset for reproducibility and explain each factor in detail1.
A subset of these factors is shown in TableI.

IV. METHODS

In this section, we describe the methodology. Our objective
is to predict the ratio of the population infected in a zipcode
given a set of static socioeconomic features discussed in
Section III. First, we use three traditional regression models
running in the transductive manner. To tackle the issue of data
paucity at the zipcode level we enhance the data with our
proposed novel data augmentation method. Then we introduce
a Graph Neural Network model under inductive learning
settings to leverage the spatial correlation among different
zipcodes.

A. Pseudo-Zipcode Data Augmentation

Fine-grained zip code level predictions of the infection
ratio are highly desired for risk evaluation of spatial areas.
Unfortunately, not all states report COVID-19 data on the
zip code level. Moreover, the number of zip codes in each
state is often insufficient for training. To solve this problem,
data augmentation was used to overcome this limitation. Data
augmentation is an approach to increase the diversity and size
of training samples from the original data. Data augmentation
makes collecting new data dispensable when not enough data
is available. Moreover, data augmentation can increase the
models’ prediction accuracies and enhance the robustness
of a model toward overfitting [11], [12], [22], [26], [28],
[49]. We applied permutation [28], [49] and shuffling [48]
a combined pseudo-zipcode data augmentation methods that
have enhanced accuracies of other models and which can be
further extended for any level of a geographical area such as
county, tract or census block). Given the data of two locations,

1github link hidden

it creates a new pseudo data point where the mapping between
the features and the label still makes sense.

Um et al. [49] proposed permutation as a method for data
augmentation, and shuffling was applied by [48]. Permutation
rearranges all elements of the dataset, dividing them into
equal segments and permute each segment. Shuffling randomly
rearranges all elements of the dataset instead of dividing the
data into segments. In our data augmentation, we applied per-
mutation and shuffling. To describe how the data is augmented,
a description of the structure of the collected data from Florida
state is shown below. SEf represents the full data structure in
the shape of a matrix. The columns of the matrix represent the
socioeconomic features, and the last column is the cumulative
COVID-19 cases. The rows denoted as n are all the zip codes
in Florida state.

SEf =


af1 bf1 . . . zf1
af2 bf2 . . . zf2
...

...
...

...
afn bfn . . . zfn



Permutation is implemented by dividing the rows of matrix
SEf into s equal sized segments, and the size of each segment
is n/s. The matrix SEf becomes the segmented matrix SE

′

f

SE
′

f =


SEf (1)
SEf (2)

...
SEf (S)



where
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Fig. 2: The figure explains the overview of the work. The top left section shows that collected and merged dataset from
socioeconomic factors and cumulative COVID-19 cases for each zip code. The bottom left explains data augmentation by
applying permutation. The middle section defines the first task which is identifying the socioeconomic features of most impact
on COVID-19 spread. Each part of the circle represents a socioeconomic category that is related to the spread of COVID-19.
The middle map is a U.S. map. The right section shows that four case studies are conducted to show the effectiveness of the
work.

SEf (i) =


af(i−1)n/s+1 bf(i−1)n/s+1 . . . zf(i−1)n/s+1

af(i−1)n/s+2 bf(i−1)n/s+2

... zf(i−1)n/s+2

...
... . . .

...
afin/s bfin/s . . . zfin/s


for each SEf (i) (i ∈ [1, s], s = 10), the rows are permuted,

and each permutation involves two rows (zip codes’) features
to augment the data. During permutation and shuffling the
features of each zip code is merged using a merging function
depending on their type.

Feature and label merging: Given the features of zip code
af(i−1)n/s+1 and af(i−1)n/s+2, the feature merging is defined
as xi−j = F (xi, xj) where F is the merging function (e.g.
average, maximum). The merging function must be defined in
respect with the specific features and label.Sometimes addi-
tional information are needed for the merging. That additional
values are different for different categories of feature. Let a
be the feature. The merging function can be expressed as:

F (xi, xj)[a] =
xi[a] ∗ I(xi) + xj [a] ∗ I(xj)

I(xi) + I(xj)]
(1)

Where I(x) is the additional information corresponding to the
zipcode x. I(x) can be different based on the categories of
features as described in Table I.

• if a is Population Desnity then then I(x)=area in square
miles.

• With the exception of Population Desnity, if a belongs
to the category of Area Characteristics or Healthcare
feature as mentioned in sections III then I(x)=Population

• if a belongs to the Employment category of features then
I(x)=Number of Workers over 16

• if a belongs to “Home/Rent Values” or “Housing Char-
acteristics” then I(x)=Number of Housing Units

In practice, we only use state-level 2nd order Pseudo-
Zipcode data augmentation. For every state with N number of
zip codes, we create n number of bins such that n = N/10.
Then, within each of those bins, we take every possible
combination of two zip codes to do the merging task. The
data can be augmented from O(n) to O(n2) for each state.
This method can also be applied in higher orders by changing
the value of n in order to generate more data if needed.
Along with the Pseudo-Zipcode Data Augmentation method,
we propose to use the following 3 models for the risk
evaluation task in the experiments. Following are the models
used on both unaugmented and augmented data to predict the
ratio of infected people.
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a) Ridge Regression: Ridge with data augmentation
(Ridge-DA) [19]. Ridge is the linear model with L2 regulariza-
tion which theoretically improves the basic linear regression
model. L2 regularization helps in giving larger co-efficient to
the most important features.

b) SVR: This is a version of SVM proposed for regres-
sion analysis. SVM classifier focuses on building a decision
boundary even on a higher dimension for non-linearly sep-
arable data. Hence the model produced by the classification
algorithm focuses on a subset of the training sample, ignoring
the training points lying beyond the margin. Similarly, the
regression model depends only on a subset of the training
sample, ignoring any training data close to the model pre-
diction for the cost function. As the proposed problem has a
multitude of features that may not be linearly separable in a
lower dimension, one needs to consider SVR for a solution to
the regression problem.

c) LightGBM: It is a subtype of Gradient Boosting
Decision Tree, which is efficient and robust for large datasets.
We have an augmented dataset with 21000 data points in the
experimental setup, making lightGBM an ideal candidate for
the problem. The two novel technique introduced by Ke et
al. [23] which makes it unique from other Gradient Boosting
algorithms are Gradient based One Sided Sampling( GOSS
)and Exclusive Feature Bundling (EFB). GOSS helps reduce
the number of training data by excluding the instances with
smaller gradients, and EFB helps reduce the dimension by
Bundling the mutually exclusive features

B. Graph Neural Network Model

According to [51], the degree of risk has strong spatial
dependencies, which, if utilized, could help make more ac-
curate estimations on the risk associated with the zip codes.
Graph Convolutional Network (GCN) is a recently emerging
technique that integrates graph structure and node attributes.
It has been proven, that GCN is effective for handling spatial
dependencies. [44] We formulate the problem into an inductive
semi-supervised regression problem on an undirected graph.
We consider the graph G = (V, E ,A) with n nodes. The nodes
V represent the zipcodes, and the edges E represent the spatial
dependency relationships. The edges can be represented in the
adjacency matrix: A = [Aij ] ∈ {0, 1}n×M . We hypothesize
that the closer a zipcode is to another, the higher the spatial
dependency will be. Hence, edges are defined according to the
distance between two zip-codes. The distance is calculated
according to haversine. We try to determine a threshold d
where e(i,j) = 1 when distance(i, j) < d. While increasing
d, we calculate the number of connected components (N ) in
the graph. In the beginning, N = n because d is too small
to connect any nodes. We stop increasing d when the N
reaches a certain level that is determined by domain experts.
X ∈ Rn×M represents the M features described in section
III.

After the construction of the graph, the GCN model enables
the node-level information to propagate according to the

neighborhood relationships. One layer of the propagation rule
is defined as the following convolution:

gθ ∗X ≈ (D̃− 1
2 ÃD̃− 1

2 )XΘ (2)

This is parameterized with Θ, with Ã = A + I , where I is
the identity matrix and D̃ is the diagonal node degree matrix
of Ã. By stacking two layers of the graph convolutions, our
final model is defined as follows:

Y = F (gθ2 ∗ σ(gθ1 ∗X)) (3)

Here, F is the linear layer for the regression task, and σ is
the activation function.

V. EXPERIMENT

This section describes data collection, experimental settings,
and the subsequent result and analysis.

A. Data Collection

The analysis in this research is based on two types of data:
cumulative COVID-19 cases and combined socioeconomic
statistics. The data has been collected for four states FL, IL,
MN, and VA, because of their availability based on the zip
code level. Here are more details about the datasets:

COVID-19 cases Dataset: For each of the four states,
the number of cases has been collected, individually, from
the official sources, which are the Department of Health of
each state, as shown in Table II. Each dataset includes the
cumulative (total) number of COVID-19 cases for each zip
code from the beginning of the pandemic in the U.S. until the
data of the collection 11/09/2020.

Socioeconomic Dataset: While other works (see sec II)
have focused on individual groups socioeconomic factors to
find the association between disadvantaged communities and
the spread of COVID-19 cases, we utilize a COVID-19 related
comprehensive group of socioeconomic dataset from multiple
resources combined by the zip code to give more accurate
predictions of the high risk areas of infections. In Table II,
6 datasets are taken from the U.S. Census Bureau and one
from the U.S. Department of Agriculture. We use subsets of
these datasets to extract more than 50 distinct socioeconomic
features that are used in our experiments. 2 The food access
datasets were initially on a census tract level. We used tract
to zip conversion method to calculate it for all the zip codes.

B. Experiment Settings

For transductive learning, we implement two different ex-
perimental settings. The first one does not use the augmented
data and splits the dataset with an 80:20 ratio into the training
and testing sets. To see if we can tackle the lack of data
and make predictions better. In the second setting, we use
the augmented dataset for training and the original dataset
for testing. In both settings, the data is standardized, and
we tune the hyperparameters using grid search method [27].
Furthermore, to test whether incorporating spatial dependency

2Hidden github link
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TABLE II: Data Sources

Data Source Details
COVID-19 Dataset
Florida COVID-19 cases Florida Department of Health Feb-11/9/2020
Minnesota COVID-19 weekly report Minnesota Department of Health Feb-11/9/2020
Illinois COVID-19 statistics Illinois Department of Health Feb-11/9/2020
Virginia COVID-19 Cases & Tests Virginia Department of Health Feb-11/9/2020
Socioeconomic Dataset
Health Insurance Coverage U.S. Census Bureau (ACS) 2019
Housing Characteristics U.S. Census Bureau (ACS) 2019
Occupancy Characteristics U.S. Census Bureau (ACS) 5-year 2018
Poverty Status U.S. Census Bureau (ACS) 2019
Educational Attainment U.S. Census Bureau (ACS) 2019
Means of Transportation to Work U.S. Census Bureau (ACS) 2019
Food Access Research Atlas U.S. Department of Agriculture 2015

will improve the performance, we use GCN in the inductive
learning setting. We run our experiment on GCN by using
1,3,10,30, and 80 percent of nodes for training, respectively.

As the study aims to investigate predicting the ratio of
the population infected (COVID-19 cases ratio) based entirely
on static socioeconomic factors, we lack similar works for
baseline comparison. Most of the related literature to COVID-
19 modeling focuses on investigating the dynamic nature of
the spread rather than the static nature of the vulnerability of a
population. Some works have chosen very few of these factors
or sometimes, even a single factor for their feature-set, but
their objective was different [5], [42], [43]. Similarly, Mena et
al. [33] utilizes a term called socioeconomic status(SES) which
is a predefined formula using select few features and their goal
was not to predict the ratio of population infected like ours
is. Hence, we use the following as the baseline methods for
comparison:

• Population-based: a non-socioeconomic feature (popula-
tion density)

• Population-income-based: a socioeconomic feature and
population density

• Single-category-based: uses a single category of socioe-
conomic features(Income and Poverty rate)

As we are predicting COVID-19 ratio, metrics like MAE or
RMSE will not be meaningful as they will be minimal and
do not make for a good comparison as it denotes an exact
value and does not provide a comparative score more useful.
However, Pearson’s r [6] can be used as a metric to give a more
standardized understanding of the performance of different
methods as it is also more robust to outliers [45].

C. Experimental Results

The results for Transductive Learning models are given in
Table III. From the comprehensive set of features’ categories
mentioned in Table I, if one uses the features or category
of features used in related work in isolation, the prediction
of COVID-19 infection ratio will not be satisfactory as per
our experiments. Hence, we perform Lasso Feature Selec-
tion [15] to select the most and least impactful features from
the comprehensive list of 50 socioeconomic features. Fig 3
displays the most and least influential features. The values in

Fig. 3: The figure displays the top socioeconomic features that
have the most and least impact on COVID-19 spread ranked
according to their coefficient in lasso. The bars to the left
shows the ones with the negative correlation on the spread,
and the bars to the right shows the ones with the most impact
on the spread (bottom is the most).

the scale denote the coefficient assigned to each of the selected
features. As we can see, the most positively correlated features
are population with no vehicles available and population with
education level less than high school or without a bachelor’s
degree. In addition, the areas that suffer from poverty were
mostly affected by the spread. Followed by the overcrowded
places, areas that have no food access within a radius of 5
miles, and other factors related to jobs and income. However,
surprisingly, we also see a strong negative correlation with
people availing public transport and the uninsured population.
Given that the feature called no vehicle available has a strong
positive correlation with the infection ratio, one could think
that workers availing public transportation will have a similar
effect. However, in the census data, no vehicle available
corresponds to the households with no vehicles available. That
indicates more towards a subsection of people who avails
public transportation to go to work. As public transports
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Fig. 4: The figure displays the results of 4 case studies of the following U.S. states: (A) Illinois, (B) Minnesota, (C) Virginia,
(D) Florida. For each state, the map on the left is the actual map of the zip codes that have COVID-19 cases from the highest
to lowest zip code areas, and the map on the right is the predicted map based on our experiment. High risk areas are colored
in red, and low risk areas are colored in green. The results are based on the data collected till November 2020

were mostly made infrequently and due to social distancing
protocol, a possible explanation for the observation could be
that a lot of the people availing subway or buses started
working from home or started availing cabs or ride-share
services where there is less chance of infection. In addition,
another unexpected result that appeared as one of the most
negatively correlated features toward the spread of COVID-
19 is the population without health insurance. However, it is
evidence of the fact that uninsured people might be wary of
going to the testing center due to their worries of being laid
off of work [36]. Another reason for that may also be because
of a lack of information about the nature of the healthcare
service.

The performance with the three base machine learning
models described in Section IV is better but due to the paucity
of zip code level data, the performance is still unsatisfactory.
Hence, we implement our data augmentation method and as
shown in Table III, a significant improvement in performance
is observed while using the Augmented Dataset(Pearson’s
r 0.546). Also, the Gradient Boosting Decision Tree-based
algorithm LightGBM-DA outperforms the linear and kernel-
based models. This is a potential solution for COVID-19
prediction on a smaller geographical region when challenged
with small dataset.

The results using GCN models are shown in Table IV.
GCN(α) indicates the GCN model with α ratio of the training
set. For example, GCN(80%) is the GCN model that used 80%

TABLE III: Transductive learning Model Comparison. The
top third of the table describes the baselines using the set
of features used in related work. The models Ridge, SVR
and LightGBM shows the results of the respective models
without the use of data augmentation. Ridge-DA, SVR-DA and
LightGBM-DA indicates the same models used on augmented
data.

Model Pearson’s r
Population-based 0.24
Population-Income-based 017
Single-Category-based 0239
Ridge 0.249
SVR 0.285
LightGBM 0.332
Ridge-DA 0.271
SVR-DA 0.326
LightGBM-DA 0.546

of the nodes as a training set, 10% as the validation set (which
remains fixed), and the rest 10% as the testing set. GCN(80%)
can achieve almost 70% Pearson’s r. It is not surprising that
GCN outperforms the other models because GCN models are
inductive models trained in a semi-supervised manner. Even
though GCN used additional information, the coordinates, in-
ductive learning by nature is easier than transductive learning.
The drawback of GCN model is that it cannot be applied to
new data points. However, even with only 10% of labeled data
in the training set, the GCN model can achieve better results
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TABLE IV: Results of Inductive Learning with GCN. Fol-
lowing are 5 experimental settings of GCN based on the
percentage of nodes used as training data

Model Pearson’s r
GCN(80%) 0.695
GCN(30%) 0.586
GCN(10%) 0.58
GCN(3%) 0.490
GCN(1%) 0.297

(0.58 Pearson’s r) than all the transductive learning models in
Table III. Our preliminary finding will enable researchers to
extend this research to much larger geographical areas, which
will benefit policymakers in identifying high risk areas (zip
codes in our case).

D. Qualitative Analysis

We show the effect of using a comprehensive set of socioe-
conomic features to predict the high risk areas of COVID-
19 spread on a fine-grained spatial region by evaluating the
performance of our proposed methods. For a given set of
zip codes of any area and a set of socioeconomic features,
our work exploits the COVID-19 predicted infection ratio to
identify the severity of infection in each of the given zip
codes. We perform four cases (four U.S. states) to evaluate
the method.

Case study 1 (Illinois): We perform a case study on the
state of (IL), the most impacted city Chicago and its suburban
areas to validate the merit of our proposed method. Fig 4
shows a side-by-side comparison of the ground truth and the
predicted results of more than 100 zip codes. The colors in
the maps indicate the severity of infection of each zip code
based on the predicted infection ratio. We grouped the first
top ten high risk zip codes (highest cases of COVID-19) from
IL state and found that our method has successfully predicted
those areas as well. Those zip codes are 60629, 60639, 60632,
60804, 60623, 60085, 60634, 60402, 60505, and 60641. The
maps (A) in Fig 4 show the accuracy of the predicted map in
comparison to the actual map.

Case study 2 (Minnesota): For the case study of Min-
nesota, our work identifies the hot spots of COVID-19 infec-
tions based on the socioeconomic features for the zip-code
level. The map in Fig 4 shows a barely different map of the
actual and the predicted map of the most and least cases of
COVID-19. The work identified the following zip codes as the
top ten areas COVID-19 has affected: 55106, 56187, 56560,
56001, 55407, 55117, 56301, 55404, and 55443. The top ten
of our predicted zip codes are among the top 15 on the ground
truth map.

Case study 3 (Virginia): In the state of Virginia, COVID-
19 spread is clustered in some areas in the south east and
north east, but there are some difficult zip code areas that
have been highly infected by COVID-19 and our work has
successfully identified those areas as seen in the maps (C) in
Fig 4. The following zip codes are identified as high risk areas
of COVID-19 spread and are in the top 10 areas of ground

truth map: 22191, 22193, 24060, 20110, 20164, 23234, 22003,
and 22204.

Case study 4 (Florida): The fourth case study is for the
state of Florida. As displayed in the left ground truth map
in (D) in Fig 4, Florida is one of the most highly affected
states in the U.S. because many of its areas are affected by
the spread, and many out-of-state visitors are present in the
area for a short period. Even though it is a harder to predict
the hot spots of the spread compared to the other 3 states, our
work has predicted 6 out of the top 10 hot spots in FL. The
identified zip codes are 33125, 33012, 33126, 33015, 33142,
and 33165.

VI. CONCLUSION

We propose a work that exclusively uses comprehensive
socioeconomic factors to predict the high risk areas of COVID-
19 spread based on finely-grained static spatial analysis. We
then rank zip codes according to the severity of the infection
ratio and test the accuracy of our model’s ability to identify
those places. Further, this work identifies the most and least
influential socioeconomic factors on COVID-19 spread in a
community. Extensive experiments show that our methods
accurately predict high risk infection areas based on stable
features. Our work can be utilized by authorities to predict
COVID-19-like high risk areas in the future to take proper
precautions.
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