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Abstract—Mental health conditions affect millions of people
today. While existing work on predicting mental health conditions
from social media text focuses largely on depression and similar
conditions, other less prominent disorders like bipolar tend not
to receive in-depth analysis. Furthermore, these works tend not
to analyze or model the correlated nature of these different
disorders and conditions. To account for the coexistence and
correlation of multiple mental health conditions, this paper
introduces DeMHeM, a novel multitask framework designed for
the descriptive classification of bipolar and related mental health
topics on online platforms like Reddit. By treating each mental
health category as a separate task, DeMHeM leverages both
the shared latent and task-specific semantic feature space by
integrating sentence-level and topic-level embeddings. It further
incorporates Focal Loss for joint learning, inter-task parameter
sharing, and regularization decay to optimize the prediction
for the naturally skewed imbalanced dataset. Hence, the model
distinguishes between different mental health categories and
also models the correlation among them by categorizing each
post into potentially multiple mental health categories. Next, we
focus on a more insightful analysis by leveraging the predicted
outcome of the model to study how the discussions differ based
on the type and coexistence of different mental disorders. We
analyze the entirety of the ”r/bipolar” subreddit by applying
our trained model to predict a category and then implementing
keyword extraction techniques on each predicted combination of
mental health conditions to understand the specific nuances in the
discussion of bipolar disorder. Our results show that DeMHeM
surpassed the baseline models and can be used to understand
the multi-faceted discussion of mental health topics for a given
community.

Index Terms—datasets, neural networks, multitask learning,
mental health, bipolar, depression, anxiety, Reddit, deep learning,
topic model, keyphrase extraction

I. INTRODUCTION

The stigma associated with many mental health conditions
has made it very difficult for patients to share their successes
and struggles freely. Bipolar disorder is one of the more

Fig. 1: In DeMHeM, the model predicts multiple conditions in
a single post primarily for the analysis of a single condition,
allowing for the distinction between specific states of the
primary condition.

common mental health conditions that are often subject to
misunderstanding and discrimination. Social media and online
forums such as Reddit have long been accessible avenues
for a large section of the general population to share their
experiences and seek support. Individuals suffering from such
conditions will tend to prefer the anonymity of certain online
spaces that also give them an opportunity to connect with
like-minded people. One example of such a community is
the ”r/bipolar” subreddit, a Reddit subspace dedicated to
those with bipolar disorder. From 2020 to 2022, this platform
witnessed over 78000 posts of all types of content from all
sorts of authors [4].

Previous research using similar online spaces tends to favor
the more common and strongly signaled behaviors like suicidal
thoughts and depression [11], [19], [34]. However, other more
niche mental health disorders are not insignificant, yet unfortu-
nately, they’ve been proven harder to classify due to their less
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distinguishable indicators and smaller proportion of affected
individuals [5]. Studies that do include rarer conditions tend to
review a varied set of conditions, which is why we decided to
focus on a single disorder while accounting for comorbidity in
other behaviors. Unlike other works, our model aims to target
the general population and predicts any given discussion’s
relation to the disorder, rather than the diagnosis status of
a user as optimized by that user’s explicit confirmation of
diagnosis.

Research that aims to distinguish mental health conditions
from each other often label every post in a dedicated discussion
space by the topic of the space. However, this assumption is
generally erroneous, yet a lot of literature studying Reddit data
treats all posts in a bipolar subreddit as solely bipolar-centered
[7], [16]. These studies may not provide further insight that
can help mental health professionals to identify patterns of
behavior and mitigate potentially grave situations like anxiety
attacks, suicidal thoughts, or psychosis [2], [30]. Social media-
based data mining and human-centered computing have always
been fundamentally focused on utilizing the resources and
advancement in the fields of machine learning and data mining
to improve the quality of life for the whole community.

In this paper, we focus on bipolar disorder. Since people
suffering from bipolar disorder can experience varying degrees
of emotions ranging from hypomania or elation to extreme
depression and anxiety, we believe that it is imperative to
identify one or more of these conditions and analyze the
nuances in the discussion pertaining to each. Specifically,
we are focused on both depression and anxiety along with
bipolar disorder to understand the context and nuances in these
discussions.

To this effect, we propose a novel framework to predict
the presence of the aforementioned mental health conditions
from Reddit posts in the ”r/bipolar” subreddit. While most
of the existing works have tackled this issue by building
predictive models for this kind of condition separately [10],
[16], [28], we tackle the objective of modeling the coexistence
and correlation among different mental health conditions by
formulating it as a multitask learning (MTL) problem.

The existing works in mental health condition prediction
have utilized lexical dictionaries and topic vectors as features
for the prediction of depression and anxiety, and, in more
recent years, pre-trained large language models have also been
applied for predicting these different conditions. However,
very few have targeted bipolar disorder and more specifically
how it relates to anxiety and depression. This leads to a signif-
icant research gap in the literature along with the challenge of
having no benchmark dataset available for the particular clas-
sification task. Hence, we collect and manually curate a dataset
for bipolar, depression, and anxiety detection. We propose a
novel multitask learning model DeMHeM (Descriptive Mental
Health predictions via Multi-task learning) that redesigns the
prediction problem as a multiple binary classification task
and utilizes a multimodal feature extraction pipeline divided
between shared and task-specific modules. Furthermore, we
design a case study for posts pertaining to different categories

through prediction-based clustering and keyphrase extraction.
The main contributions of this work can be outlined as

follows:

• Development of a novel multitask learning framework
for mental health predictions. DeMHeM accounts for
the possibility of condition coexistence, or comorbidity,
in a single submission by using multitask learning via
a soft parameter sharing implementation with the auxil-
iary tasks of anxiety and depression detection. With the
addition of auxiliary prediction tasks, the model is able
to make more holistic and informative inferences that
contribute to better in-depth analyses. The advantage of
integrating MTL for the study of a single condition is
improvement in both prediction performance and learned
information about a post.

• Implementation of a novel and effective multitask
optimization algorithm. MTL commonly uses tasks that
are related but not similar, however, the framework imple-
ments MTL where all tasks are variations of mental health
prediction. To encourage local convergence, regulariza-
tion decay is proposed. To address the unbalanced nature
of real-world data, Focal Loss is included to emphasize
differences in post signals.

• Conducting extensive experiments to demonstrate
the effectiveness of the proposed framework Reddit
submissions were collected and processed from specific
subreddits and manually annotated for three classification
tasks. The effectiveness of the proposed DeMHeM frame-
work along with its unique loss function was evaluated
in an ablation study using the aforementioned dataset,
and the framework as a whole is compared to common
baselines to demonstrate overall performance gains.

• Demonstration of framework usage via a case study
on Reddit posts. The proposed model is applied to real-
world Reddit data from 2020 to 2022 for the detection
of bipolar-related discussion. The predictions are used
to conduct a case study by keyphrase extraction-based
analysis on each predicted subcategory of mental health
topics, and the results are displayed and discussed. The
insights drawn from the study are theorized to be useful
for associated professionals and social workers to better
understand the nuances in the casual discussion of mental
health topics.

II. RELATED WORK

Our work merges multiple areas in data mining that are
commonly studied independently of each other. In this section,
we review existing work in these areas under three topics: mul-
titask learning, social media-based data mining, and research
on specific mental health conditions. We discuss how naturally
broad social media data is used to detect various specific
mental health conditions and behaviors, such as depression,
anxiety, or schizophrenia. During the contextualization of our
study, we indicate the various aspects of these works that our
study of bipolar disorder addresses or incorporates.
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A. Multi-Task Learning

Multitask Learning is a framework of machine learning
that trains a single parameter space to perform multiple
tasks. Aside from gaining a more diversely capable model,
multitask learning improves performance by allowing signals
from separate yet related tasks to affect the same parameters,
causing better generalization and data and parameter efficiency
[27], [36]. NLP has not been excluded from the benefits of this
framework, and many studies have employed this technique
with great success [37]. MTL consists of multiple parts
including training framework, loss calculation, and model ar-
chitecture, so there has been a growing number of approaches
to its utilization. One popular MTL scheme is hard parameter-
sharing, where models use a shared feature extraction module
that feeds into task-specific prediction layers [8], and it has
been shown to improve upon single-task learning frameworks
in the notoriously difficult task of predicting mental health
conditions [5]. Lokala et al. [20] used attention and a previous
work [28] used message passing to implement MTL and
improved performance on mental health-related tasks. Mrini et
al. [21] employed soft parameter sharing, a technique where
parameters across different tasks are encouraged to be similar,
and exceeded other baseline MTL models in medical question
understanding. In this work, we undertake joint learning with
a soft parameter-sharing scheme using two auxiliary tasks to
better understand a specific mental health condition.

B. Social Media-based Data Mining

Social media is a place where users can express themselves
and discuss current events, making it a popular source of
textual data for all sorts of tasks. Lee et al. [17] developed
a system that forecasts future influenza activity via CDC
datasets, and by enhancing their data with social media data
streams, they achieve more accurate predictions than before.
Wu et al. [33] were even able to effectively forecast oil markets
by using the vast amount of news headlines related to the
industry. Shinde et al. [31] review works centered around the
forecasting of the COVID-19 pandemic, which demonstrates
the capability of using social media to benefit the global
population by predicting the activity of large-scale public
health events. While research on tasks like event detection
and disease forecasting are common, mental health conditions
directly affect around a fifth of adults in the US [24], making it
an urgent and beneficial area to study. In the next section, we
detail previous works that use social media to analyze public
mental health.

C. Mental Health-related Tasks

Research using social media data to study mental health
behaviors is bountiful [22], [29], [35], [38]. Twitter is a
frequently used source of social media text, and it has
been used for tasks like event detection, disease forecasting,
and geographic identification [9], as well as mental health
prediction. Almouzini et al. [3] detected depression signals
using Twitter data, and by using a supervised Latent Dirichlet
Allocation (LDA) model, Resnik et al. [26] reported the

various topics that such Twitter users talk about. Abboute
et al. [1] made advancements toward real applications with
socio-economic impacts by mining Twitter to detect posts of
a suicidal nature and include a web interface with the purpose
of having psychiatrists consult such posts. The recent COVID-
19 pandemic has also presented a unique case for studying
the effects on the mental health of individuals. Wu et al. [34]
studied the relationship between COVID-19 infection and the
risk of depression in social media, focusing more on specific
users rather than a particular post. Chen et al. [7] find insights
on depression and anxiety in the COVID-19 pandemic through
Reddit data. Reddit is another social media platform, however,
unlike Twitter, posts must be made under a specific group
called a subreddit. Using Reddit data thus allows researchers
to pick the general categories of post content, enabling them
to access concentrated data and construct specific datasets; for
this reason, Reddit is a decently common source for NLP tasks
[2], [16], [19].

These studies tend to focus on the subject of anxiety and/or
depression or related topics like suicide. While these condi-
tions are prevalent and have strong impacts on individuals and
communities, a multitude of other mental health conditions
exist that make up a significant proportion of individuals
with mental health conditions [24]. Gkotis et al. [12] trained
a CNN to detect signals from conditions including border-
line personality disorder, schizophrenia, bipolar disorder, and
autism spectrum disorder. However, the study neglects to
accommodate for the possibility of comorbidity and performs
multi-class classification where a post can only have one
labeled mental health condition. Benton et al. [5] trained
separate MTL models to classify four main mental health
conditions using a variety of sets of auxiliary tasks and showed
significant improvements in AUROC score from single-task
methods and previous works. Some recent works [11], [28]
combine multitask learning with mental health prediction
and demonstrated another advantage of MTL by discovering
additional information about mental health conditions through
predictions from auxiliary tasks. However, these works do
not expand upon the specific study of more idiosyncratic
conditions such as bipolar disorder.

These works show the benefits of performing a multi-
label task which can simultaneously help models specialize
in detecting specific conditions while also generalizing pa-
rameters to find better performance. However, many studies
that include the broader space of mental health behaviors tend
to lump many of them together [6], [32]. To the best of our
knowledge, most bipolar-specific studies focus on individual-
level, self-reported diagnosis data and do not use MTL with
other auxiliary tasks [15], [30]. Thus, in our current work, we
tackle a population-level study using human-annotated multi-
label data and use MTL to perform an in-depth study on the
specific mental health condition of bipolar disorders on Reddit.

III. METHODOLOGY

In this section, we outline the explicit goal of the model
before elaborating on the architecture of the chosen model
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for our DeMHeM framework and defining the modified loss
function for training.

A. Problem Formulation

In this section, we define a general multitask learning
objective and the notations that will be used to formulate
and explain the equations for our model. A multitask learning
model is trained in a supervised learning framework that aims
to model a set of t tasks T = {T1, T2, T3, ...Tt} that are
associated with a set of datasets D = {D1, D2, D3, ..., Dt}
where each task Ti corresponds to a dataset Di that contains
labels Yi, and each task’s objective is to calculate Ŷi where
Ŷi is the predicted target variable for Ti. In our formulation
of the multitask model, we have a set of submissions S =
{S1, S2, S3, ...Sn} where each submission can have multiple
positive labels corresponding to each task in T . Hence, our
supervised learning setting needs to learn the coexistence of
multiple conditions within the same text instance by utilizing
the same data instances for training each task. This results in a
slight deviation from the traditional framework since the task
set T = {T1, T2, T3, ...Tt} is associated with a single dataset
D = S where each submission Sj has ground truth vector
y = {y1, y2, y3, ...yt}. Here, yi is the one-hot ground truth
corresponding to task i for Sj . The objective is to learn the
function f(X) that models Y where X is the feature vector for
S and Y is the ground truth vector for all the tasks. We achieve
this by learning both a separate loss function corresponding to
each task and a joint loss function along with a regularization
term, as further discussed in III-D.

B. Topic Modeling

When training an NLP model on embedded text, the model
is limited only to the semantic meaning of the input text
during inference. To incorporate more global information, we
exploit the power of unsupervised topic modeling to provide
context for submissions, and before the training of the main
model, perform topic modeling on the training data. Each
text is then associated with a corresponding topic vector
Xtopic = {t1, t2, t3, ..., tn} where ti is the probability that
the text belongs to topic i and n is the total number of
topics found. While commonly used for topic discovery and
document analysis, topic modeling also provides an encap-
sulated context for a document’s place in the corpus. By
combining the topic probabilities into a single vector, we
extract topic-level embeddings and are able to provide more
information about documents. Latent Dirichlet Allocation is
usually a first pick for topic modeling [23], but we decided
to use a standard, pre-trained 1 BERTopic [13] model instead.
The incorporation of similarity-based embeddings allows for
easy clustering via hierarchical methods. Using agglomerative
clustering, we restrict the topic model to produce a fixed 20
topics, allowing for consistency across runs.

1https://huggingface.co/bert-base-uncased

C. Multitask Learning Model

Our proposed multitask learning model builds on the obser-
vations of previous studies regarding the representation power
of both sentence-level and topic-level embeddings for learning
a shared latent feature space as well as task-specific semantic
feature space [28] by building a multitask learning scheme that
uses regularization decay of task-specific modules while also
incorporating Focal Loss to facilitate joint learning.

Shared Feature Module: The shared module serves the
purpose of extracting and compressing a document’s semantic
features. We begin by encoding the documents using a pre-
trained Sentence-BERT [25], a model proven to give high-
quality semantic features. In our design, the SBERT encodes
the posts into 384-dimension vectors, which are then fed into
a padded convolutional layer with 64 filters of size 5. A
basic average is then applied to the now document matrix
to compress it back into a vector, after which dropout is
applied. We found that performing compression in the shared
space rather than the task-specific space tended to improve
performance; thus, we include a single fully connected layer
with 32 outputs nodes followed by activation and dropout.
The transformations for the shared feature module can be
summarized as follows:

Z = Avg(Conv(X)), Z ∈ RN×d (1)

where d = 384 and N = batch size, then finally

Zfinal = f(Dropout((WT · Z + b))),W ∈ Rh×d (2)

where f = ReLU is the activation function and h = 32 is the
final hidden layer dimension for this module.

Task-Specific Module: The objective of the task-specific
module is to interpret latent features found by the shared
module as well as the topic model. During evaluation, the
topic model encodes the unseen text data into topic vectors.
As topic vectors already contain high-level information, they
are directed straight to the task-specific module to assist with
predictions. Since different tasks will find different topics
more important than others, we process the topic vector with
a single fully-connected layer to encourage the model to
select only task-relevant information. After concatenating the
processed topic vector with the extracted features from the
shared module, the resulting tensor is passed through a multi-
layer perception classification head. The final output of a
single module indicates the predicted probability the text is
classified with the corresponding task. The equation for the
task-specific module can be expressed as follows:

H1 = Concat(Zfinal, Xtopic), Xtopic ∈ RN×n (3)

where Xtopic is the topic level representation of batch size N ,
n = 20 is the number of topics, and H1 ∈ RN×(n+h)

Ht = WT
t ·Ht1 + b,Wt ∈ Rh′×h (4)

where Ht is the hidden representation for task t where Ht ∈
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RN×h′
and

Yt = f(Ht2) (5)

where f = ReLU is again the activation function and Yt is
the prediction for task t.

D. Computation of Overall Loss

In multi-label tasks, loss is often computed by the sum of
binary cross-entropies between the predicted probability of a
positive label and the ground truth positive (1) or negative (0)
label of each class. In our study, we also utilized a per-class
weight factor αi that emphasizes the cross-entropy of some
classes more than others. This weighted loss function forms
the basis of our loss, and we build upon it by adding two extra
terms.

Focal Loss: Originally used for classification in object
detection, Focal Loss [18] extends cross entropy by including
a (1 − pt)

γ term that addresses class imbalance by strongly
punishing confident misclassifications (i.e. when ŷ = 0.05 and
y = 1.0) and weakly discouraging uncertain classifications
(i.e. when ŷ = 0.6). Although the class distributions in our
training data were not significantly skewed, we reasoned that
including Focal Loss would help our model better understand
the subtly distinct nature of bipolar disorder among the other
mental health conditions and, in conjunction with MTM,
improve generalization. Huang et al. [14] show findings that
indicate class-balanced Focal Loss provides no noticeable
improvement, possibly because the purpose of Focal Loss is
to treat all classes equally and only correct those that are mis-
classified. Thus, in our study, we included this task-impartial
joint loss function with focusing parameter γ = 2 that acted
on the unbiased combined distribution of all predicted class
probabilities and weighted its importance in the overall loss
with a factor β.

Multi-Task Regularization Decay: Weight decay was
used, however, to implement regularization for soft parameter-
sharing, we also included a regularization loss function
weighted by λ. In this study, we further utilize the similarity
between each mental health prediction task and decay λ such
that the importance of multitask regularization diminishes
exponentially with each training epoch. Let a represent the
exponent base and t be the tth epoch of training so that λt

denotes the value of λ during epoch t. It then follows that
λt = λ0a

t. The intuition behind this method is that in addition
to using a shared latent feature space, all task modules are
forced to interpret these features in a similar, and hopefully
more generalized, way for the earlier part of training, with
the goal of better accuracy and faster convergence. Since the
tasks are still unique, we use an exponential function to relieve
the effects of this regularization term for the greater part of
training, freeing the modules to converge to local minimums
separately.

Let i represent the ith task, n denotes the total number
of tasks, and θ = {θ1, θ2, ..., θn} denote the parameters of

task i’s specific module. Our overall loss function can then be
computed as follows.

Ltotal =

n∑
i=1

[αiBCE(ŷi, yi)] + βFL(ŷ, y) + λLreg(θ) (6)

Here Lreg calculates the sum of the L2 norms of the difference
(or Euclidean distance) between parameters of all possible
pairs of task-specific modules. In other words,

Lreg(θ) =
∑

{i,j}∈ (n2)

√
(θi − θj)2 (7)

. We then used the Adam optimizer on a 1-cycle schedule to
update the weights of our multitask model until convergence.

IV. EXPERIMENTS

To assess the performance of the proposed DeMHeM,
we design an extensive experimental setting to validate its
effectiveness. These experiments aim to answer the following
research questions:

• RQ1: How does DeMHeM perform compared to other
baseline methods in our multitask scenario of bipolar,
anxiety, and depression detection?

• RQ2: Does the soft/hard parameter sharing scheme or
the incorporation of Focal Loss affect the model perfor-
mance?

• RQ3: How does the imbalanced nature of the bipolar
dataset affect the performance of the model compared to
the baselines?

• RQ4: Does involving topic embedding for task-specific
modules improve the performance?

A. Datasets

Reddit is a popular social media platform where users can
start discussions by posting a submission of any length to a
specific group called a subreddit. Denoted by an ’r/’ prefix,
subreddits center around a large variety of topics including
mental disorders, making them a common source for mental
health-related language data and thus form the source of our
language data as well.

3800 randomly selected submissions were taken from
”r/bipolar” in the period of January 1st, 2020 to Decem-
ber 31st, 2021. Each post was given three binary labels
corresponding to their relevance to the class labels of
bipolar disorder, anxiety, and depression. Control data was
taken from ”r/AskReddit”, ”r/Jokes”, ”r/CasualConversation”,
”r/CozyPlaces”, etc. under the assumption that all submissions
in these subreddits did not contain information related to the
relevant classes. The data set constitutes of submissions from
the various subreddits, balanced by class label counts. All of
the data was extracted using pushshift.io, with the exceptions
of submissions from r/AskReddit and r/Jokes, which were
pulled from the one-million-reddit-questions and one-million-
reddit-jokes data sets in Hugging Face’s SocialGrep 2 data
sets.

2https://hugging*-face.co/SocialGrep
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Fig. 2: The illustrative architecture of the proposed G2F framework.

Preprocessing: The conventional SBERT pipeline, which
is also the embedding method we used, utilizes WordPiece
tokenization, which is dependent on whitespace as well as
punctuation. Thus, the preparation of our data only includes
the removal of specific words. Aside from English stopwords,
we also removed Reddit-specific artifacts such as ”[removed]”
and ”[nan]”, which indicate removed content or non-text
content like images, or ”&amp;#x200B;”, which are a result
of untranslatable characters.

Labeling: Two annotators were assigned to label all 3800
Reddit posts, following the same guidelines. Our goal during
labeling was not to diagnose users. Rather, it was to describe
the relevance of a post to a specific condition. For a positive
anxiety label, the post’s author needed to either explicitly
state they or someone else has/had anxiety or include anxiety-
like language (e.g. words that indicate fear or worry) in their
post. The depression label has similar guidelines, with some
changes. A single strong key term like ”suicidal” or ”empty”
is enough to merit a positive label, however, some explicit
mentions of depression like those that neutrally refer to a
bipolar depressive episode or posts that positively talk about
depression did not get a positive depression label. The bipolar
label was much more freely given out; a post only had to
mention any bipolar keyword to get a positive label. A post
only received a negative label if it was indeterminable that
the post came from a bipolar-related subreddit (i.e. ”I got
diagnosed today” is related to the author’s bipolar experience
but the content is not specific to bipolar).

B. Experiment settings & Baselines
Baselines: As our work includes the combination of mul-

tiple different methods to improve performance, we gauge
improvement by comparing DeMHeM to other common clas-
sifiers. Since these methods are not inherently multitask, unless
otherwise stated, each baseline algorithm includes n separate
models that perform binary classification for each task.

• Logistic Regression (LR): A common baseline model,
Logistic Regression is a simple yet performant regression

model that calculates the probability for a certain outcome
given an n-dimensional input.

• Random Forest (RF): Random Forests utilizes wisdom
in numbers by employing multiple decision trees to vote
for a certain outcome.

• k-Nearest Neighbors (kNN): The k-NN algorithm as-
sumes closeness in n-dimensional space correlates to se-
mantic relatedness and classifies samples by using which
class was most present among the k nearest neighbors of
that sample.

• Support Vector Machine (SVM): SVMs are a powerful
type of classifier that uses support vectors to find decision
boundaries that differentiate between separate classes.

• Multi-Layer Perceptrons: MLPs are a dense, fully-
connected network with activations between layers. Out-
puts are calculated via a sigmoid activation on the last
layer to find the predicted probability of a positive label.
In this study, we compare our model against two separate
designs of MLPs.

– Merged (mMLP) - A single MLP is designed
with n output nodes corresponding to each task.
This model serves to demonstrate the need for task-
specific learning to accommodate the different tasks.

– Separate (sMLP)- n separate MLPs are trained on
each task, where no MLP can access information
about other tasks or their models. This architecture
serves to show task-specific adaptation while also
indicating potential improvement via multitask learn-
ing.

C. Implementations Details

Our implementation of DeMHeM is written using PyTorch
with CUDA support and 16 GB RAM. Since our model
operates on other pre-trained models, the model’s parameter
count was low and we were able to load all data points into
a single batch for training. Model parameters are uniformly
initialized between −1 and 1, and embeddings are scaled via a
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TABLE I: Overall performance of baseline methods in com-
parison to our method on a Balanced Dataset.

Model Accuracy Macro-F1 Micro-F1
LR 0.8189 0.7979 0.8171
kNN 0.7842 0.7683 0.7862
RF 0.7938 0.7549 0.7846
SVM 0.8201 0.7979 0.818
mMLP 0.8237 0.805 0.8224
sMLP 0.8201 0.8041 0.8206
DeMHeM 0.8616 0.8457 0.8613

standard scaler fitted on the training data. Labels are uniformly
smoothed with ϵ = 0.05 such that a ground truth vector like
{0, 1, 0} becomes {0.05, 0.95, 0.05} during training. Results
are obtained from optimized hyperparameters in 5-fold cross-
validation. Specific scores are calculated by averaging the
average scores for all binary classification tasks for all folds.

D. Results and Discussion

Overall Performance: To answer RQ1, we balanced the
training data by raising the proportion of positively labeled
”Anxiety” data to nearly 25% compared to the original 12%
presently seen in the annotated dataset as well as removing
many bipolar-only submissions, among other things. Table 1
details the performance of the baseline models on this data
described in IV-B compared to our DeMHeM framework. The
DeMHeM framework comes out on top with other models
performing expectedly. However, we made an interesting ob-
servation. We hypothesized the mMLP model would perform
worse than the sMLP model since the merged format should
be less capable of finding unique features, yet it seems like
the merged format is actually exemplary of a hard-sharing
multitask model with a single task-specific node, since it
actually improved generalization, potentially since the model
had to learn a general interpretation of features with the last
node making unique predictions.

Since the experiments were conducted on the dataset col-
lected from the ”r/bipolar” subreddit, we naturally had skewed
training data since most posts would be bipolar-positive and
fewer would be depression or anxiety-positive. This gives us
a perfect opportunity to explore RQ3. Table 2 shows the
accuracy and F-1 score of the model compared to baselines
which shows a considerable improvement. All models take a
sizeable hit to F1 scores in this set of data, however, Random
Forest and Support Vector Machine fare considerably worse
than before, possibly due to their preference for similarly-
sized classes and smaller datasets. Although the proposed
framework performs better on the balanced dataset, its perfor-
mance on the unbalanced dataset is also relatively impressive.
This could be due to additional regularization provided by the
multitask regularization, as well as the well-suited Focal Loss.
This observation is particularly encouraging given the ratio of
the unbalanced data is more representative of the subreddit
that we are basing the study on.

TABLE II: Ablation Study with model variations controlling
for inclusion of topic vectors (T), per-task weighting (W),
Focal Loss (F), and regularization decay (RD)

T W F RD Accuracy Macro-F1 Micro-F1
0.8338 0.8099 0.8323

x 0.8410 0.8190 0.8398
x x 0.8443 0.8222 0.8431
x x x 0.8504 0.8308 0.8500
x x x x 0.8616 0.8457 0.8613
Hard Sharing 0.8544 0.8363 0.8542

Ablation Study: To understand how different parts of the
multitask learning model work and answer RQ2 and RQ4,
we design an ablation study to analyze the effectiveness of
each method. As shown in Table 3, we design our ablation
study by incrementally including different components of our
DeMHeM framework. These are topic vectors, per-task loss
weighting, Focal Loss, and multitask regularization decay.
The last row details a hard parameter-sharing scheme that
includes all the previous components except multitask regu-
larization decay (as it is specific to soft sharing). All settings’
hyperparameters are independently optimized such that our
results detail the best performance we were able to achieve.
As seen from the increasing Macro-F1 score, each addition
does show improvement. Topic vectors give a considerable
0.0091 bump in Macro-F1, proving our hypothesis that global
context improves local predictions. Task weighting had less
of an improvement, which is likely because the soft sharing
scheme is technically three separate models, so changing
task weighting only changes gradient steepness for each task
module. However, we reason that the improvement is due
to the fact that the shallower gradients of some modules
prevented the shared parameter space from favoring more
prevalent classes when trained with soft sharing regularization.
Although our dataset was relatively balanced, Focal Loss
still proved helpful. Since most posts are bipolar-related, and
depression-positive posts tended to have strong signals, these
labels tend to be easier to classify than anxiety. We reason
that Focal Loss helps likely because it assists in distinguishing
the comparably weak signals from the anxiety task. The
decay of the regularization between shared modules gave the
largest improvement, proving our hypothesis that multitask
regularization is less important after parameters settle in a
collective minimum. In the earlier stages of our work, we
defaulted to the hard-sharing scheme due to its simplicity and
parameter efficiency. However, our results show that the soft-
sharing scheme holds a slight edge over hard-sharing, possibly
due to allowing more freedom for modules to extract and select
task-necessary features.

V. CASE STUDY

For our case study, we apply our model to predict the
presence of bipolar disorder, depression, and anxiety for all
78k posts in the ”r/bipolar” subreddit during the timeframe
of the beginning of 2020 to the end of 2021. All posts
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TABLE III: Overall performance of baseline methods in
comparison to our method on an Unbalanced Dataset.

Model Accuracy Macro-F1 Micro-F1
LR 0.8494 0.7617 0.8421
KNN 0.8202 0.7300 0.8167
RF 0.826 0.6471 0.7953
SVM 0.8511 0.7403 0.8378
mMLP 0.8471 0.7638 0.843
sMLP 0.8517 0.7627 0.844
DeMHeM 0.8806 0.8003 0.8768

were clustered into 8 separate categories defined by their
permutation of the three labels (e.g. all negative, just bipolar,
bipolar and depression, etc.). Keyphrase extraction was then
performed on each of these clusters to discover the topics that
the users of the subreddit converse about.

Keyphrase Extraction: We considered various key-
word/keyphrase extraction techniques such as YAKE, and
TextRank, but ultimately settled on SingleRank. For each
document in a cluster, the top keywords and their scores were
calculated and added to the cluster’s cumulative keyphrase
map, such that when multiple documents have the same
keyphrase, the scores for that keyphrase are added together.
Listing the top keyphrases for each cluster now, however,
would not be meaningful or interesting since many keyphrases
such as ”bipolar disorder” or ”good” are generic and common
to the whole subreddit. To locate the cluster-niche keyphrases,
we excluded all keyphrases that appear in the top 50 keywords
of more than p = 0.5 of clusters, where p is a proportion
threshold that specifies the required uniqueness of a keyphrase.
Figure 4 describes some of the top keyphrases extracted for
each cluster using this method.

Finally, we apply our model to analyze the submissions in
the ”r/bipolar” subreddit to answer the following questions:

• Q1: What is the frequency of mentions of other mental
health conditions along with bipolar disorder for this
specific subreddit?

• Q2: Among the group detected for different mental
health categories, what are the top keywords and what
insight can be drawn from that?

A. Observations

To answer the research questions presented above the fol-
lowing important observations regarding the discussion of
mental health in the bipolar community of Reddit are dis-
cussed.

To answer Q1: 78000+ posts were studied in ”r/bipolar”
between January 2020 and December 2021 by applying our
proposed DeMHeM framework to predict the outcome for each
bipolar, depression, and anxiety detection task. Out of these,
at least 42000 posts were talking about users’ experience with
some form of bipolar disorder which constitutes more a large
majority of posts, which is understandable given the subreddit
is a platform for this particular community of people that

Fig. 3: Number of posts predicted to belong in each cluster

wants to share their experience or seek help. However, this also
signifies our assumption that it is not necessarily accurate to
clump all posts in this subreddit under this category. As shown
in Figure 3, we also observe quite a significant proportion of
the posts in this category to be associated with depression
which can be explained by the clinically proven phenomena
of depressive episodes that people with one of the bipolar
disorders experience. Overall, 27% of posts were talking
about depression. Furthermore, we identify quite a significant
number of posts discussing the feeling and condition of anxiety
as well. If we look at the number of posts at the intersection
between the discussions of bipolar and anxiety, it is clear that
a significant percentage of people in the subreddit experience
some form of anxiety. Upon observing the raw numbers
belonging to each category we delve further into the specificity
of discussion in these different categories through the keyword
extraction for each of the clusters that the data is divided
among.

To answer Q2: The keyphrase-based analysis on all
category-based clusters can be seen in Figure 4. An interesting
fact to reflect upon is that the keywords associated with any
cluster involving a positive label for ”Bipolar” has a mention
of mania which is understandable given the fact that it is used
to describe one of the frequent occurrences of mood shifts
in patients suffering from bipolar disorder. However, a more
interesting observation is that there are significant mentions
of specific medications like ”Lamictal” or ”Gabapentin” that
appear in the ”Bipolar + Anxiety” category, which is differ-
ent from the mention of medication like ”Lithium” in the
”Depression + Bipolar” category. The presence of category-
specific keyphrases indicating a prescribed drug is a consistent
observation as can be seen in the table. Furthermore, for posts
only discussing ”Depression”, a sense of loneliness, guilt,
and isolation is quite common. This can be observed through
identified keywords such as ”lonely”, ”hopeless” or ”guilt”.
A minority of posts belonging exclusively to the ”Anxiety”
category more frequently mention social anxiety and paranoia.
On the other hand, the keywords corresponding to the neutral
category are often related to art and music. This demonstrates
the nature of discussion in these subreddits is not exclusively
limited to mental health issues but can often indicate how a
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Fig. 4: Top keywords for each category

lot of people in this community like to share their creativity,
hobbies, and other interests through candid self-expression.

VI. CONCLUSION

In this paper, we proposed a novel multi-task learning
framework, DeMHeM, that utilizes the principles of inter-task
parameter sharing, Focal Loss, and regularization decay to ac-
curately model multiple categories of mental health conditions.
By primarily focusing on the ”r/bipolar” subreddit, we can
learn the correlation between the discussion of anxiety, de-
pression, and bipolar disorder. The annotated dataset produced
through this process can be of significant importance when
it comes to future research on this topic. Furthermore, the
improved performance of the proposed model while tackling
the inherent class imbalance problem common to a lot of
mental health condition-related tasks indicates the validity of
the design choices for the architecture of the model. This
paper extends the work in social media-based prediction of
mental health discussion by focusing on a very specific but
often ignored topic of ”bipolar disorder” with the intention of
gaining significant insights about the nature of the discussion
being had by people suffering from it. In order to understand
how it is affected by their perceived experiences with mania,
medication, therapy, familial support, or other underlying men-
tal health issues like depression, suicidal ideation, or anxiety,
we substantiate our findings through extensive experiments.
The case study that applies DeMHeM and uses keyword
extraction techniques on each category of predicted data gives
quite a few significant insights into the aforementioned issues.
In the future, one could aim for a more fine-grained annotation
pertaining to ”bipolar disorder” on the same data with the help
of domain experts. We theorize that our framework can be
applied to other conditions such as schizophrenia or ADHD,
with the addition of other auxiliary prediction tasks other
than depression and anxiety. In addition, if model-intrinsic
explainability is also incorporated, it could be of immense use
to social workers and mental health professionals and help
address the various mental health conditions that affect our
society today.

VII. ETHICS STATEMENT

In conducting this research, we have taken stringent mea-
sures to ensure the privacy and anonymity of individuals whose
data has been analyzed. Given that the topic of mental health

is sensitive and carries potential social stigmas, it was of
paramount importance to us to handle the data with the utmost
care. The Reddit posts used in this study are publicly available;
however, all identifying information, including usernames and
other potentially identifying markers, have been completely
anonymized in both the dataset and any resulting publications.
No individual Reddit users were contacted for the purpose
of this research, and the dataset will not be used to identify
any individual or their medical condition. Our aim is solely to
gain insights into mental health conditions and their correlated
nature for the benefit of scientific understanding and potential
clinical application. Ethical review has been obtained to ensure
that the methods and aims of this research are in line with
standards for human subjects research. It is our hope that this
work will contribute to the wider discourse on mental health,
always with an eye toward respecting the privacy and dignity
of individuals.
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