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  Prol ogue       

 The fi eld of HCI grew from the fi eld of human factors applied to computing, with 
strong roots in cognitive psychology. The seminal book by Card, Moran, and 
Newell,  The Psychology of Human Computer Interaction , (1983) gathered what 
was known from cognitive psychology to apply to the design of computer inter-
faces—aspects of motor movement with Fitts’ law, perception with gestalt laws, the 
differences between recall and recognition guiding the preference of menus over 
command lines, etc. Studies involving experiments and surveys dominated. 

 But the fi eld has grown since then. The roots from psychology are still relevant: 
aspects of perception and motor movement and memory still guide the rationale 
behind designs of mobile computing, Google Glass, and embedded computing. But 
the focus is wider. We study not only the design of the interface but also the setting 
in which computing is embedded, the needs of people in various contexts, and the 
activities they engage in while using various forms of computing. In 1987, Lucy 
Suchman introduced ethnographic methods of knowing how people navigate their 
lives in her seminal book  Plans and Situated Action . Later came the advent of 
design as a way of knowing in which designers would push the boundaries of what 
is introduced in the world in order to fi nd out more about the world. All along tech-
nology researchers were building amazing new capabilities to meet people’s needs 
or making it easier for other developers to build things by giving them toolkits. 

 With the variety of research methods came challenges to the fi eld. Reviewers as 
well as readers asked, “What counts as good research? How do we know whether the 
advance is done well? Can we trust the fi ndings? Do we know more now than we did?” 

 This book grew from this challenge. From discussions among the attendees of 
the 2010 Human Computer Interaction Consortium (HCIC), we decided to hold a 
number of tutorials on the variety of methods that researchers use in HCIC, not with 
the goal of becoming expert in each, but to be tutored to a level where, in reading a 
paper, we could tell whether the method was done well and what the contribution 
was. We wanted to become able reviewers of a variety of methods well beyond 
those we were formally trained in. The success of the tutorials, run for 2 years 
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because the fi rst year was so well received, generated the idea of making this knowl-
edge, these sensibilities, more widely available. Thus came this book:  Ways of 
Knowing in HCI . 

 The chapters in this book are remarkably diverse. There are chapters on ethnog-
raphy, grounded theory method, and action research. Three chapters focus on sys-
tem building: technical research, building an experimental online community, and 
fi eld deployments. Two chapters focus on design research, one contrasting design 
research with science and one explicating what is involved in research through 
design. There are two chapters covering experiments and surveys, with an addi-
tional chapter showing how crowdsourcing can help both. Three chapters address 
new sources of digital data: sensory systems, eye tracking, and log analysis. 
Following these are three newer analysis techniques in HCI: retrospective analysis, 
agent-based modeling, and social network analysis. Because many of these methods 
extend to the world of online activity, there are new ethical challenges, described 
and discussed in a new chapter on ethics. 

 Though this collection represents a remarkably broad set of methods, or as we 
prefer, “ways of knowing,” it is not complete. We have no explicit chapter on how 
to conduct and analyze interviews from the fi eld; ethnography has more stringent 
requirements on the researcher in that the interviewer/observer is a player in the 
activities and attempts to understand the experience of the people, not just their 
activities. For those interested in learning more about interviewing we point them to 
the Sage publication, “Doing Interviews,” by Steinar Kvale. 

 Similarly, we do not have a chapter on Contextual Inquiry, the method of examining 
a complex situation in order to generate ideas on how to make the situation better in 
one way or the other. We point readers to Beyer and Holtzblatt (both books). 

 We also are lacking in a chapter building on the roots of cognitive modeling, the 
work that grew direction from  The Psychology of Human Computer Interaction , 
used in designing interactions, especially for people doing a task all-day-every-day 
in operations. And, there are ways of knowing over longer periods of time under the 
rubric of historical research, recently exemplifi ed in Edwards on global warming, 
and maybe Bowker and Starr on medical categorization. 

 In spite of these omissions, we believe this collection of chapters to be highly 
useful, and, for some, enlightening  in the whole . We have had the privilege of read-
ing them all, and in close proximity, giving us a perspective on how the methods 
compare, how they might be used in conjunction, etc. We recommend such a read-
ing, and suggest that in reading in the whole that the following aspects of the meth-
ods be called out:

•    What is the situation in which the data are collected?  
•   What do the data consist of?  
•   What kind(s) of analyses are performed on the data to generate “knowing?”  
•   What kinds of questions can this method answer (and what not)?    

 In the epilogue, we will attempt to point out some comparisons on these and 
other relevant dimensions, helping the readers to see a bigger picture of the methods 
in our fi eld, and where these might be going in the future. 

Prologue
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 The 34 authors of these chapters were asked to provide not a tutorial, per se, but 
advice on what is entailed in doing this kind of research, what cautions to attend to, 
and what kinds of things to report in publications so reviewers as well as readers 
could judge the work for trustworthiness and value. All authors were asked to cover 
the following topics, not as a template, but to provide some consistent coverage 
from chapter to chapter:

•    A short description of the essence of the method  
•   Its history or intellectual tradition, and evolution  
•   What questions the method can and cannot answer  
•   How to do it: What constitutes good work    

 One of the most valuable resources in this book is the reference list. To make it a 
bit more useful yet, we asked authors to indicate which references would help a reader 
become more expert in the method, if such references exist, and to indicate somewhere 
in the paper some examples of where this method was used well in HCI. In addition, 
we asked authors to say something about what attracted them to this particular 
approach to knowing in HCI; a bit of history of them doing this kind of work.  

    Irvine, CA, USA Judith     S.     Olson   
   Yorktown Heights, NY, USA Wendy     A.     Kellogg    

Prologue



1J.S. Olson and W.A. Kellogg (eds.), Ways of Knowing in HCI, 
DOI 10.1007/978-1-4939-0378-8_1, © Springer Science+Business Media New York 2014

           Ethnography Simply Defi ned 

 In the context of this volume, it is appropriate to begin with a simple defi nition. 
Ethnography is an approach to understanding cultural life that is founded not on 
witnessing but on participation, with the goal of understanding not simply what 
people are doing, but how they experience what they do. This idea has many signifi -
cant consequences, and this chapter attempts to make them clear.  

    Introduction 

 Although ethnographic methods are still regarded, to an extent, as new aspects of 
HCI research practice, they have been part of HCI research almost since its incep-
tion, and certainly since the early 1980s, about the same time as the CHI conference 
was founded. What, then, accounts for this sense of novelty and the mystery that 
goes along with it? One reason is that ethnographic methods have generally been 
associated with what we might call nontraditional settings in relation to HCI’s cog-
nitive science roots, emerging at fi rst in organizational studies of collaborative work 
(in the domain of CSCW), subsequently applied in studies of alternative interaction 
patterns in ubiquitous computing, and later still associated with domains such as 
domestic life, experience design, and cultural analysis that have been more recent 
arrivals on the scene. Another is that ethnographic methods are often associated 
with forms of analysis and theorizing of human action—ethnomethodology stands 
out as an example here—that are themselves alien to HCI’s intellectual traditions 

      Reading and Interpreting Ethnography 

             Paul     Dourish    

        P.   Dourish      (*) 
  Donald Bren School of Information and Computer Sciences ,  University of California Irvine , 
  5086 Donald Bren Hall ,  Irvine ,  CA   92797-3440 ,  USA   
 e-mail: jpd@uci.edu  
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and which have not always been clearly explained. Indeed, debates within the fi eld 
have often been founded on these sorts of confusions, so that in the internecine 
battles amongst social theorists, ethnographic methods suffer collateral damage 
(e.g., Crabtree, Rodden, Tolmie, & Button,  2009 ). Finally, in a discipline that has 
often proceeded with something of a mix-and-match approach, liberally and cre-
atively borrowing ideas and elements from different places, ethnography has often 
been seen instrumentally as a way of understanding important aspects of techno-
logical practice while its own epistemological commitments have remained some-
what murky. 

 The focus of this chapter is on this last consideration—examining foundational 
commitments associated with the main stream of ethnographic work as borrowed 
from anthropology and, to an extent, from sociology. So, this chapter does not set 
out to instruct the reader on conducting ethnographic research. In such a small 
space, any account would inevitably be misleadingly partial, and besides, several 
excellent overviews are already available (see the Recommended Reading section at 
the end of the chapter.) Besides, not everyone in HCI who encounters ethnographic 
work wants to carry it out. My goal here then is somewhat different, and, I hope, 
more broadly useful. It is to explain how to read, interpret, and understand ethno-
graphic work. That is, the focus here is on what ethnography does and how it does 
it, so as to provide those who read, review, and consume ethnographic research with 
a sound basis for understanding what it sets out to do and how it achieves its ends. 
The approach that I will take here is largely historical, or at least uses a historical 
frame as a way of contextualizing contemporary ethnographic work. By explaining 
something of where ethnography began and what issues it responded to, and by then 
tracing some of the debates and intellectual currents that have shaped different peri-
ods of ethnographic research, I hope to be able to provide some insight into the 
rationales of ethnographic practice. Arguably, this is no less fraught with peril than 
the tutorial approach, and no less subject to partiality and revisionism; hopefully, 
though, the omissions will perhaps be less consequential and the benefi ts more 
widely felt. The approach that I take here is one that is shaped in particular by recent 
interest in what has been labeled “third wave” (Bødker,  2006 ) or “third paradigm” 
(Harrison, Sengers, & Tatar,  2011 ) HCI—an approach that focuses on technology 
not so much in utilitarian terms but more in experiential and ones. The epistemo-
logical challenges of third paradigm HCI warrant a reassessment of ethnographic 
methods, ethnographic theorizing, and ethnographic data in HCI research, one that 
attempts to recover ethnography’s context.  

    Perspectives 

 When teaching ethnography, I often begin with two remarks about ethnographic 
practice from well-known anthropologists, both of which emphasize the questions 
of engagement and emergence in ethnographic work. 

P. Dourish
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 The fi rst is from Marilyn Strathern ( 2003 ), who comments that ethnography is 
“the deliberate attempt to generate more data than the investigator is aware of at the 
time of collection.” Two aspects of this comment are particularly signifi cant in 
terms of ethnography as a means of knowing within HCI. One, to which we will 
return later, is the idea that ethnographic data is generated rather than simply 
amassed; that data is the result of an ethnographer’s participation in a site rather 
than simply a feature or aspect of the site that the ethnographer harvests while hang-
ing around. The second and more immediately relevant consideration, though, is the 
fundamental notion expressed here. How is it that more data can be generated than 
the ethnographer is aware of? From the perspective of traditional forms of HCI 
analysis, this seems nonsensical; the idea that data is not simply what is recorded in 
notebooks, gathered in spreadsheets, or captured on tape or digital materials is 
already a move beyond the cycle of defi ne–measure–record–analyze–report. It 
speaks instead to a process of unpredictability, of interpretation and reinterpreta-
tion, and of ongoing refl ection; it speaks also to a provisional and open-ended pro-
cess in which (again in Strathern’s words) “rather than devising research protocols 
that will purify the data in advance of analysis, the anthropologist embarks on a 
participatory exercise which yields materials for which analytic protocols are often 
devised after the fact.” Ethnography, then, is data production rather than data gath-
ering, in the sense that an it is only the ethnographer’s presence in the fi eld and 
engagement with the site—through action and interaction—that produces the data 
that is then the basis of analysis. 

 The second remark is by Sherry Ortner ( 2006 ), who describes ethnography as 
“the attempt to understand another life world using the self—or as much of it as 
possible—as the instrument of knowing.” There are several important consider-
ations to take from this felicitous phrase. 

 The fi rst is the emphasis on the  life world  as the central topic into which ethno-
graphic work inquires. This implies a holistic concern with forms of being and 
experience, a perspective that often seems to be at odds with a more circumscribed, 
task-oriented perspective at work in HCI studies, in which we might be more inter-
ested in smaller fragments of experience—writing documents, videoconferencing 
with the grandkids, going to the bank, sharing photographs, or navigating urban 
space, for example. Indeed, this holistic perspective is frequently a source of tension 
in multidisciplinary HCI teams, for example on the occasions where ethnographic 
research frames going to the bank in terms of the broader embedding of people in 
the logic of fi nance capital or attempts to understand video conferencing in terms of 
the responsibilities of kinship. 

 The second consideration is the focus on the self. What does it mean to suggest 
that the self is an instrument of knowing? It requires us to imagine that the process 
of ethnographic fi eldwork—going places to see what happens—is not merely a 
question of traveling to the places where things happen in order to witness them 
but is more about the insertion of the ethnographer into the scene. That is, if we 
think about ethnography’s primary method as participant-observation, then it 
directs our attention towards the importance of participation not just as a natural 
and unavoidable consequence of going somewhere, but as the fundamental point. 

Reading and Interpreting Ethnography
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This, in turn, suggests that question that often arises in interdisciplinary investiga-
tions—“doesn’t the ethnographer alter things by being there?”—is ill-founded on 
the face of it. That is, the ethnographer absolutely alters things by being there, in 
exactly the same way as every other participant to the scene alters things by being 
there; indeed, there is “no there” without the participation of whatever motley 
band of people produce any particular occasion, from a cocktail party to a disserta-
tion defense. The ethnographer is just another party to the scene. 

 The third is the important elaboration of this form of participation suggested by 
the phrase “as much of it as possible.” This formulation underscores that there are 
no aspects of that participation that are not germane. It is not simply what the eth-
nographer might see or hear, but also, for example, what the ethnographer might 
feel; that is, the ethnographer’s discomforts, disquiets, joys, and anticipations are as 
much ethnographic data as the statements of others to the extent that they reveal 
something of how a setting is organized (whether it is organized to produce the 
same forms of emotional response in its subjects, for example, or whether there are 
aspects of one’s participation in a setting that serve to mitigate or defuse these kinds 
of responses, or whether again these are perhaps the point in the fi rst place). 

 Ortner’s pithy description of ethnographic method cuts straight to the heart of the 
matter, then, in terms of the kinds of participation that are fundamental to the pro-
duction of ethnographic accounts. We will be able to understand this better, though, 
if we can place it in some sort of context. The history summarily sketched in the 
pages that follow will attempt to do just that.  

    1910s: Origins 

 The history of ethnography begins in anthropology, although anthropology itself 
does not begin with ethnography. The systematic study of culture is a discipline that 
arose in consequence of European exploration and particularly of colonial expan-
sion, which created a context of cultural encounter to which anthropology was an 
academic response. Early anthropology, though, was often something of an arm-
chair discipline, conducted in the libraries and museums of colonial metropoles like 
London and Paris, where artifacts, reports, and materials from around the world 
were collected, collated, and compared. Even when anthropologists ventured out to 
the places inhabited by the people they studied, they typically did so as members of 
larger expeditions—military, scientifi c, and exploratory—and conducted their work 
from the safety of the stockade and the shaded comfort of the verandah. 

 The traditional (although partial) history of the development of the ethnographic 
method begins with a Polish scholar, Bronislaw Malinowski, who worked in 
England for most of his professional life. Studying at the London School of 
Economics in 1914, Malinowski joined an expedition to Papua, lead by one of his 
advisors, Charles Seligman. Shortly after the expedition set out, the First World 
War began, and Malinowski, a subject of the Austro-Hungarian and therefore an 
enemy of the Allies, found himself stranded in British Australia on arrival. 

P. Dourish
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An agreement was worked out whereby Malinowski would spend his time on the 
Trobriand Islands (now part of Papua New Guinea.) Almost by accident, then, 
Malinowski found himself conducting a style of research that became known as 
ethnographic; living daily life along with the Trobrianders, participating alongside 
them in the attempt, as he put it, to “grasp the native’s point of view.” By living with 
and living like a group, he argued, one might begin to apprehend the world from 
their perspective and be in a position to document not only what they do but also 
something of what they experience in the doing. It is this shift to the topic of experi-
ence, and the concomitant methods of observation in and through participation in 
daily life, with its implications too of long-term immersive engagement, that fun-
damentally characterized the Malinowskian ethnographic shift. 

 On returning to England after the War, Malinowski took up a faculty position at 
the LSE, and published a series of books on the Trobriand Islands that also set out 
his distinctive form of inquiry through participation and immersion (Malinowski, 
 1922 ,  1929 ,  1935 ). From his position at the LSE, he became a leader in the British 
social anthropology community, while ethnographic participant-observation 
became the dominant, even defi ning, method of anthropological inquiry. 1   

    1920s and Onwards: Spreading Out 

 Beginning in the 1920s, then, and proceeding for several decades, we see a gradual 
diffusion and evolution of ethnographic practice. What began as a means to under-
stand the ways of the Trobriand Islanders, their religion, trading practices, and expe-
rience of everyday life became the method of inquiry that anthropologists applied 
all over the world—in Australia, in South America, in Africa, in Asia, in Melanesia, 
or wherever they traveled. They brought with them (and then brought home with 
them again) an evolving toolbox of practices of participant observation. 

 Ethnography of necessity looked slightly different every time and on every occa-
sion, although the ethnographic anthropology of this period by and large evidenced 
some commonalities. It focused on cultural life, which had suggested particular 
concerns—language, religion, art, leadership, confl ict, birth, death, ritual, and the 
stuff of life. It focused largely on distinct groups—this people or that, the Nuer or 
Zande or Arrente—in geographically bounded locations—the Rift Valley, the 
Simpson Desert, Highland Burma, Mato Grosso—and attempted to understand 
them as independent and individuable social wholes. Ethnographic inquiry was also 
often paired with particular forms of social analysis, especially the functionalism of 
which Malinowski had been a champion, which attempted to understand the inter-
related and mutually supportive roles of different elements of social life and society. 

1   It should be noted that this is a very European history. Many of the same considerations animated 
the approximately contemporaneous work of Franz Boas in the USA, although their context was 
quite different. 
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Examples of ethnographic studies from this period include those by Radcliffe- 
Brown ( 1922 ), Firth ( 1929 ), and Evans-Prichard ( 1937 ). 

 During the period too, though, interest in ethnography also spread into related 
domains. In particular, a group at the University of Chicago recognized the oppor-
tunity to use the participant-observation methods developed in anthropology as a 
tool for sociological investigations of urban life. The so-called Chicago School 
(more accurately, Chicago Schools) sociologists used ethnography’s approach to the 
examination of cultural practice to inquire into the experience of urban subcultures—
taxi drivers, hobos, medical students, drug users, school teachers, gamblers, jazz 
musicians, numbers runners, and more. The immersive ethnographic approach, 
qualitative analysis, and a focus on experience, meaning, and interpretation (framed, 
in something of a post hoc rationalization, as symbolic interactionism) became a 
characteristic of a form of sociological inquiry that took its lead not just method-
ologically but also, to an extent, conceptually, from anthropological practice.  

    1960s: Structuralism 

 With the usual provisos, we might broadly characterize the 1960s in terms of the 
rise of structuralist anthropology with its impacts on ethnographic practice. 
Structuralist anthropology is often associated most particularly with the work of 
Claude Levi-Strauss, who drew on other currents in intellectual life of the 1950s and 
1960s to fashion a novel approach to the interpretation of cultural settings and 
mythology (e.g., Levi-Strauss,  1958 ,  1962 ). 

 Levi-Strauss’s analysis was deeply structuralist. Structuralism is a broad approach 
to understanding human phenomena that has its origins in linguistics, and in particu-
lar the approach developed by Ferdinand Saussure. Saussure was concerned with 
semiotics—how language comes to carry meaning. His observation was that the 
elements of language that carry meaning—words and letters—are essentially arbitrary. 
Unlike a picture of a dog, which bears some visual relationship to the animal that it 
depicts, the word “dog” has no inherent relationship to that animal. In that sense, 
it is entirely arbitrary. The meanings of words, then, are not based on any relationship 
between those words and the objects or phenomena that they denote. Instead, 
Saussure argued, we can fi nd the source of the meaningfulness of words within the 
linguistic system itself. Meaning arises through patterns of difference. So, the mean-
ingfulness of the term “dog” arises in the relationship of that word to other words—
“cat,” “lion,” “bitch,” “mutt,” “hound,” “puppy,” “follow,” “chase,” “blackguard,” 
and so on. What conveys meaning is the pattern of differences. 

 Saussure’s structuralist semiotics is a foundation for Levi-Strauss’ analysis of 
culture and myth systems. What matters in mythology, Levi-Strauss argues, are the 
arrangements of things and the distinctions that are drawn. When we combine indi-
vidual myths to understand them as systems, patterns of distinction and relation-
ships between categories emerge, and it is these patterns that matter. For instance, in 
his classic examination of the Oedipus myth, Levi-Strauss examines the structural 
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relationships amongst elements (including actions, actors, and features of the 
 settings in which they interact) in order to highlight the binary oppositions at the 
heart of the myth (e.g., between heroic prowess on the one hand, and lameness and 
debility on the other). As the analysis proceeds, the details of the story fall away to 
reveal the structures that animate and it. On the basis of this analysis, he argues that 
the central topic of the myth is the contrast between two notions of the origins of 
humans (born of the earth or born of people). 

 The structuralist approach has at least two consequences for ethnographic analy-
sis that concern us here. The fi rst is that it turns the object of ethnographic analysis 
from the event to the system of events, or from the experience to the system of 
meaning within which that experience is embedded, because it is that system of dif-
ferences that makes particular events, actions, experiences and moments meaningful. 
These broader structures may be both synchronic and diachronic, and so we may 
need to look at the evolution of patterns over time and at particular ethnographic 
moments as instances of broader patterns of possibility. The second and broader 
consideration is the way it more explicitly focuses ethnographic attention on the 
decoding of patterns of meaning and the symbolic nature of culture and paves the 
way for further examinations of cultural life (and ethnography itself) as an interpre-
tive process.  

    1970s: The Hermeneutic Turn 

 Just as the structuralist anthropology of the 1960s was a response to (and an exam-
ple of) broader intellectual trends, so too in the 1970s did a progressive turn towards 
hermeneutics and textuality refl ect broader currents. Clifford Geertz ( 1973 ), one of 
the most prominent anthropologists of his generation (and others), signals this turn 
explicitly in his landmark text  The Interpretation of Culture :

  Man is an animal suspended in webs of signifi cance he himself has spun. I take culture to 
be those webs, and the analysis of it therefore not an experimental science in search of law 
but an interpretive one in search of meaning. Geertz,  1973 : 5 

   The hermeneutic turn, then, is one that places interpretation at its core, in at least 
two ways—fi rst, it focuses on the work of the ethnographer as essentially interpre-
tive, and second, it draws attention to the interpretive practices that participants 
themselves are engaged in as they go about everyday life. That is, if culture is a text 
to be read and interpreted, then that is simply what people are doing themselves. 
This hermeneutic or textual turn was by no means particular to anthropology. 
However, it has some particular consequences for ethnography. 

 First—as explicitly signaled by Geertz above—it reconfi gures our expectations 
of what the ethnographer is doing—from providing an explanation to offering an 
interpretation. An interpretation illuminates, for sure, and it unpacks and accounts 
for actions in the world, but it is contestable and provisional. This is at best unset-
tling as goal for academic (or “social science”) inquiry. 

Reading and Interpreting Ethnography



8

 Second—and following on from the fi rst—an even more unsettling consideration 
arises when we recognize that this interpretive stance is also here posited as the 
stance of cultural participants towards the occasions in which they fi nd themselves, 
meaning that their own accounts—their own understandings—are themselves 
equally contestable and provisional. Taken to its conclusion, then, this turn suggests 
that there is no underlying “fact of the matter” as to the organization of a sociocul-
tural setting; there is merely what people do, and what they understand, and how 
they act on the basis of those understandings, and on and on again. 

 Third—and this is a matter that will be of more concern shortly—if the ethnog-
rapher and the participants are both interpreters of the settings in which they fi nd 
themselves, then what kind of relationship is postulated amongst them? Remember 
here that the essential feature of ethnographic inquiry, after all, is that it is grounded 
in participation, always with the proviso of course that that participation is limited, 
circumscribed and partial. This unsettling hermeneutic shift suggests fi rst that the 
participation of “participants” is itself limited, circumscribed and partial, and in turn 
suggests that distinctions between ethnographers and other participants may simply 
be matters of degree. (This is not to mention the problem of how the ethnographer 
or analyst is an interpreter of his or her own setting—a question of refl exivity that is 
foundational to ethnomethodology and its position on the epistemological status of 
sociological theory.) 

 These perspectives are not simply unsettling but destabilizing within a positivist 
tradition, a topic to which we will return when exploring further the relationship 
between ethnographic work and contemporary HCI. 

 First, though, we should ask what Geertz suggests, in this interpretive vein, pro-
vides ethnography with the means to make progress and offer up its interpretations. 
His answer lies in thick description, a term he borrows from Gilbert Ryle. The 
essence of thick description is the multiple levels of understanding that it captures—
different frames of interpretation, layers of meaning, contradictions and elabora-
tions woven together. The goal of an ethnographic description, then, is not merely 
to set down on the page what happens in front of the eyes, but to do so in a way that 
allows for multiple, repeated, indefi nite processes of interpretation; the goal is to 
open up, not to close down, the play of meaning. Geertz is trying in this description 
then to resituate ethnographic reports within an interpretive frame. 

 One critical aspect of this turn towards signifi cance and interpretation is a trans-
formation in the topic of culture itself, from what we might call a “taxonomic” view 
to a “generative” view (Dourish & Bell,  2011 ). 

 The taxonomic view of culture is one that attempts to differentiate one cultural 
practice from another and to be able to set out a framework of cultural classifi cation 
by which we could, for example, discuss the differences between Chinese culture 
and German culture, or between Latin culture and Scandinavian culture. From this 
perspective, different groups have different cultural practices and understandings 
that can be analyzed in terms of their similarities and differences to build up larger 
pictures of the operation of broader cultural complexes. Ethnography, in this view, 
documents particular cultures, supporting a broader analysis of the cultural patterns 
that their behaviors exhibit. The focus here, then, is on difference and distinction, 
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and the operation of culture as a categorization device—a way of distinguishing 
between and then relating different cultural groups. 

 The taxonomic view of culture is one that had operated since Malinowski or 
before. However, this view throws up a range of conceptual and methodological 
problems. For example, when our notion of culture is geographically bound, how do 
fi nd the “central” considerations, and how do we handle borders and boundaries? 
Where do we draw the boundaries of different cultural groups? How, for that matter, 
might we handle the problem of the broad traffi c in culture associated with the 
movements of goods, media, capital, and people? As a dual-national and a Scot liv-
ing in America, how should I be categorized, for example? In turn, this causes us to 
stumble on the problems of the relationship of individuals to broader cultural groups 
identifi ed in the taxonomic view. 

 In contrast to the taxonomic argument that culture exists and we all live within it, 
the generative view of culture argues that culture is produced as a continual, ongo-
ing process of interpretation. We do not so much live inside of a culture as partici-
pate in one, or more usually in many. Culture as Geertz lays out is a system of 
meaning and meaning-making. The domain of the cultural, then, is the domain 
of the more-or-less collectively symbolic, and culture operates through processes of 
interpretation that refl ect the multiple embeddings of people, so that college profes-
sor, researcher, computer scientist, and white middle-class male are every bit as 
much cultural categories as Scot, European, or American. The generative view of 
culture loosens the ties that bind culture to place, while at the same time accommo-
dating considerably more diversity and turning our attention to the processes of 
culture rather than reifying it as an object.  

    1980s: Refl exivity 

 While the hermeneutic turn of the 1970s refl ected an early encounter between 
anthropology’s concern with culture and that arising out of contemporary literary 
and cultural theory, this wave broke with considerably more force during the 1980s, 
with, arguably, considerably greater signifi cance not just for anthropological theo-
rizing but also for the practice of ethnographic work. Most particularly, and for the 
purposes of this rough-and-ready historical account, these related to the question of 
ethnographic refl exivity and the roles of both ethnographers and participants in the 
ethnographic enterprise. 

 For the editors and authors of  Writing Culture  (Clifford & Marcus,  1986 ), one of 
the landmark texts of this turn, the primary focus is the production of ethnographic 
texts and the understanding of ethnography as a writing practice—not just the ethno- 
but the ethno- graphy . What does it mean to write about another? What is the role and 
the status of the author, as someone who creates and crafts a narrative, selects and 
shapes the data to be presented, who presents an account in which others are actors 
but the ethnographer’s name is the one that appears on the cover? Think for example 
of the mode of presentation of traditional ethnography—“The Nuer trade in cattle,” 
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“The Zande consult the poison oracle for important decisions,” “The Yonglu believe 
that their land was created by ancestral beings”—and notice, fi rst, the defi nitiveness 
of the sentences, second, the eternal ethnographic present as the tense in which these 
observations are offered, and, third, the disappearance of the ethnographer as author 
of these statements. If we believe that it might matter whether the ethnographer 
arrived at the head of a column of colonial soldiers, whether the ethnographer was 
informed about local practice on a two-week visit or a year-long stay, whether the 
ethnographer’s ethnicity, language, gender, religion, attitude, experience, political 
support, perceived interests, suspected allegiances, or history of engagement might 
make a difference to what is said, what is done, and what is learned, it certainly is not 
on display in these classical texts. 

 As in earlier discussions, we see here too a response within ethnographic prac-
tice to broader cultural and intellectual considerations. Questions of power, situat-
edness and subject position, for example, also animated feminist debate—although 
feminist anthropologists noted with disappointment that the authors collected in 
 Writing Culture  are almost entirely white males (Behar & Gordon,  1996 )—as well 
as in postcolonial studies (which, of course, set an important context for any kind of 
self-refl ection on the part of anthropology as a discipline.) When placed in this con-
text, then, we can see the impact of this reasoning on three levels—political, con-
ceptual, and methodological. On the political level, it addresses the question of the 
power relations of ethnographic work and the nature of the ethnographic program as 
a whole, including its emancipatory potential, the questions of voice and witness, 
and the questions of the groups on whom the ethnographic gaze might fall in the 
fi rst place (   Nader,  1972 ). On a conceptual level, it focuses attention on the question 
of classifi catory schemes, the models of narrative, and the sources of epistemologi-
cal authority within anthropological and social science practice. On a methodologi-
cal level, it speaks to the importance of subject position as both a tool and a topic of 
ethnographic work, and hence to the signifi cance of accounting for it and being able 
to fi nd such an account within ethnographic projects, as well as the potential need 
for a reformulation of the conditions of participation and partnership. Self- 
consciousness and self-awareness become important tools of the job, and at the 
same time we are forced to confront the question of whether the people whom we 
have already stopped calling “subjects” and started calling “participants” might bet-
ter be labeled “collaborators” (cf. Hayes, this volume   ). 

 In  Anthropology as Cultural Critique , Marcus and Fischer ( 1986 ) note that one 
aspect of subject position in the production of ethnographic texts is the fi guring of a 
culture for a specifi c audience. That is, although ethnography is often characterized 
as a process of “going there” (wherever “there” might be) we need to recognize that 
it also depends on “coming back again,” and the question of just how and just where 
one comes back, and what, on the basis of one’s trip one feels one now has the war-
rant to say, matters greatly. Anthropology, they observe, is generally in the business 
not merely of reporting on “them” but on reporting, at least implicitly, on the rela-
tionship between us and them, and so, through the encounter with an ethnographic 
other, of refl ecting upon, de-familiarizing, and critiquing the institutions and struc-
tures of (generally) the West. In their attempt to draw attention to the implicit 
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function of subject position in the crafting of ethnographic texts, Marcus and Fischer 
identify cultural critique as an element of the anthropological program and, in line 
with the considerations at the heart of  Writing Culture , elaborate what consequences 
this might have for a refl exive human science.  

    1990s: Globalization and Multisitedness 

 If the developments that signifi cantly affected ethnographic practice in the 1970s 
and 1980s were those of an evolving academic discourse and a re-theorization of 
human sciences, then the developments that signifi cantly affected ethnographic 
practice in the 1990s were less those of the academy and more those of political and 
economic reality. Certainly, the theoretical arguments recounted above conspired to 
threaten easy categorizations of peoples and cultures, naive separations between 
“us” and “them,” and the idea of a world of distinct, geographically bounded cul-
tural groups. In the 1990s, these concerns became more prominent within ethno-
graphic circles, compounded by a range of factors, including the increasing reach of 
electronic and digital media, an intensifi cation in multinational commercial prac-
tice, the neoliberal reach of corporate considerations into the functioning of the 
nation-state, and the increasing signifi cance of transnational governance. 

 Globalization is by no means a new phenomenon, but the 1990s saw a recogni-
tion of its contemporary intensifi cation and the increasing importance of transna-
tional or supranational agencies and organizations—the United Nations, the 
International Monetary Funds, the World Intellectual Property Organization, the 
General Agreement on Tariffs and Trade (which later gave rise to the World Trade 
Organization), and more—on the conditions of daily life all over the world. What 
sense could it make, in this context, to conduct ethnography as if its topics are 
entirely bounded by a specifi c place? What infl uence might the boundaries between 
sites have, and how might we go about studying phenomena that inherently escape 
the boundedness of particular geographical locales. People, objects, practices, cus-
toms, media, and ideas certainly occur in particular places, but they do not do so 
in isolation. 

 In the mid-1990s, Marcus explicitly articulated this as his call for “multi-sited 
ethnography” (Marcus,  1995 ). Multi-sited ethnography is not explicitly a compara-
tive project; the goal of the incorporation of multiple sites is not to line them up next 
to each other and see what differs. Nor is it an attempt to achieve some kind of sta-
tistical validity by leaning towards the quantitative and amassing large data sets. 
Rather, it refl ects a recognition that the objects of ethnographic inquiry inevitably 
escape the bounds of particular sites, and that following objects, ideas, and practices 
as they travel amongst different sites is both a valuable and a necessary part of con-
temporary ethnographic practice. Similarly, it argues that we need to proceed from 
a recognition that those self-same objects, ideas, and practices do, already, travel, 
and that therefore as part of understanding them we need to fi gure them in their 
trajectories. Miller’s studies of topics such as the Internet (Miller & Slater,  2000 ) or 
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commercial practice (Miller,  1997 ) may be grounded particularly in Trinidad, for 
example, but they highlight the “local”-ness of engagements with these phenomena. 
If the Internet is a technology that allows people to “be Trini,” then it does so in 
ways that refl ect the relationship between images of Trini-ness and of its alterna-
tives. Similarly, Lindtner’s study of Chinese players of World of Warcraft shows 
them encountering the game as intrinsically Chinese, in, for instance, what is per-
ceived as its dependence upon systems of mutual support and reciprocal obligation, 
or  guanxi  (Lindtner, Mainwaring, Dourish, & Wang,  2009 ). This way of thinking 
about transnational patterns of cultural practice refl ects, again, a generative rather 
than taxonomic view of culture. 

 In this context, the traditional “fi eld” of ethnographic fi eldwork begins to dis-
solve (Gupta & Ferguson,  1997 ), its boundaries irredeemably porous. The fi eld 
becomes less of a site to which an ethnographer might travel than a phenomenon 
that an ethnographer might seek to identify and explain; that is, the question for the 
ethnographer might be how a particular complex or assemblage of ideas, concerns, 
people, practices, and objects cohere and condense for some group of participants 
as a stable, identifi able, and operable whole in the midst of a maelstrom.  

    Ethnography and Contemporary HCI 

 This historical backdrop may provide some context that helps us understand the 
encounter between ethnography and HCI. Several concerns stand out, including the 
production of ethnographic data through participation and engagement, the concern 
with subjectivity and refl exivity as components of the research method, the skepti-
cism towards the boundedness of sites, and the interpretive stance on the part of 
both researchers and participants. Each of these, of course, is a signifi cant departure 
from traditional HCI approaches, not simply in terms of techniques (that is, as a 
matter of methods) but in terms of the fundamental epistemological stance towards 
investigation and knowledge production (that is, as a matter of methodology). It is 
precisely these sorts of concerns on which communication around ethnographic 
work often falters in HCI contexts. In light of the historical account, then, let’s try 
to explore some common topics of discussion and debate. 

    Ethnography and Generalization 

 One of the most frequent sources of confusion or frustration around ethnographic 
data is the question of generalization. Ethnography revels in particulars, and seeks 
to explain actual human occasions and circumstances; it is deeply situated in par-
ticular settings and contexts. Traditional HCI, and in particular design-oriented 
HCI, seeks generalized understandings and abstract models that apply across a wide 
range of settings. 

P. Dourish

Gang Wang
Generate data by participants
Subjectivity and reflexivity

Gang Wang


Gang Wang


Gang Wang




13

 First, we should distinguish between generalization and abstraction. Generalization 
concerns making statements that have import beyond the specifi c circumstances 
from which they are generated. Abstraction concerns the creation of new entities that 
operate on a conceptual plane rather than a plane of actualities and that have general-
ized reach through the removal of specifi cs and particulars. 

 Making this distinction allows us to make two important observations concern-
ing the generalizability of ethnographic work in comparison to other types of 
investigations. 

 The fi rst is that it allows us to observe that the nature of generalization in, say, 
survey work is a particular sort. Survey data can have statistical power, which it 
achieves through abstracting away particulars, reducing people and issues to param-
eter sets. The question, of course, is the meaningfulness of this when applied to any 
particular case. Ethnographers argue that the details matter, and so they resist the 
forms of abstraction upon which much scientifi c generalization relies. 

 The second observation that follows from this distinction is that there might be 
other forms of generalization that do not depend upon abstraction. Essentially, 
 ethnographic work often generalizes, but it does so through juxtaposition— 
contradistinction, comparison, sequentiality, referentiality, resonance, and other 
ways of patterning across multiple observations. This form of ethnographic juxtapo-
sition does not in itself truck in abstractions but it extends itself beyond the circum-
stances of specifi c observation. It does not imagine specifi c observations to be 
particularlized instances of abstract entities, but understands them to be things-in-
themselves that can be related to other things-in-themselves in a range of ways 
without the mediation of abstractions as formal entities. 

 The level of ethnographic generalization then is often the corpus, rather than the 
specifi c study; the body of detailed observational material and analysis that is built 
up across a broad historical literature. 2  This in turn also helps us to understand the 
problems of seeking generalizations from singular studies, singular papers, and sin-
gular investigations rather than thinking about the ways that one might read a single 
study against or alongside one or more others in order to examine the resonances 
amongst them.  

    Ethnography and Theory 

 This in turn leads us to think about the relationship between ethnography and theory. 
To the extent that ethnography is often thought of as a data collection technique, or 
even as a method to be applied, then it might seem at fi rst blush to be independent of 
and devoid of theory (at least from the perspective of those areas of HCI that feel that a 
theory is something you do to your data or evaluate with your data after you gather it). 

2   This is an activity not for an individual but for a discipline, although articles in places like the 
 Annual Review of Anthropology  clearly provide some insight. More broadly, this approach signals 
the way that literature reviews do more than simply demonstrate that things have been read. 
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However, as the foregoing should make clear, ethnography always and inevitably theo-
rizes its subjects (including the ethnographer), and the debates that have shaped ethno-
graphic practice are debates about exactly this process. Ethnographers coming to HCI 
have not always been as clear as they might have been about ethnography’s theoretical 
and conceptual claims, with the unfortunate consequence that these sometimes are not 
distinguished as clearly as they should be. The result is that conceptual claims are read 
as empirical, empirical ones are read as conceptual, and the entire enterprise is seen as 
somehow just about saving people the cost of a plane fl ight to fi nd out what happens 
somewhere. 

 Ethnography in HCI has most commonly been associated with one particular 
analytic position, ethnomethodology. Ethnography may or may not be ethnometh-
odological, and ethnomethodology may or may not be ethnographic, although in the 
HCI research record we have plenty of examples of research that is both (e.g., 
O’Brien, Rodden, Rouncefi eld, & Hughes,  1999 ; Swan, Taylor, & Harper,  2008 ; 
Tolmie, Pycock, Diggins, MacLean, & Karsenty,  2002 ). As I have outlined here, 
ethnography advocates an approach to understanding social phenomena through 
participation. Ethnomethodology, on the other hand, is a particular analytic position 
on the organization of social action and in turn on the role of analysis and theoriza-
tion within sociology (Garfi nkel,  1996 ). One can adopt an ethnomethodological 
stance towards one’s ethnographic work, but ethnography and ethnomethodology 
remain quite distinct. 

 Within HCI, though, they are routinely confused, perhaps for historical reasons. 
Given that several of the earliest practitioners of ethnography within CSCW and 
HCI were ethnomethodologists, ethnomethodology essentially “came along for 
free” in HCI’s turn towards ethnographic method, and so it may not be surprising 
that confusion about the relationship between the two might arise. Since both were 
unfamiliar to early readers of work in this area, the boundaries were not intelligible 
when they were practiced together. For instance, Suchman’s classic studies of plans 
(Suchman,  1987 ) is ethnomethodological but not ethnographic, while her studies of 
the work of accountants ( 1983 ) and airport operations staff ( 1993 ) are both ethno-
graphic and ethnomethodological. These confusions, however, have persisted. More 
recently, some seem to have quite pointedly refused to take opportunities to clarify 
the distinction—in an impassioned argument for ethnomethodological work, 
Crabtree et al. ( 2009 ) manage not to mention ethnomethodology directly at all, 
instead pitching their argument in terms of “new ethnography” (by which they refer 
to ethnography in the anthropological tradition) and “traditional ethnography” (by 
which they generally mean ethnomethodological research, not all of which is ethno-
graphic even in the examples the paper cites.) HCI researchers can be forgiven for 
being confused. 

 More broadly, the extent to which different pieces of ethnographic work take on 
board or respond to, for instance, the post-structuralist concerns of the 1970s or the 
refl exive considerations of the 1980s, will vary; by these degrees do different theo-
retical positions become articulated in and through ethnographic work. (In light of 
these developments, though, we should be in no doubt that the absence of any account 
of subject position, the suggestion of geographical and historical boundedness, or the 
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construction of ethnographic facts as somehow unproblematically “out there” are 
themselves theoretical statements of considerable heft). Similarly, as outlined above, 
the forms of juxtaposition and discursive embedding within ethnographic work set 
out a conceptual position and frame any piece of work as making contributions 
within a theoretical tradition.  

    Ethnography and Design 

 How then should we understand the role of ethnography within a design process? 
There is no single answer, just as there is no canonical ethnographic project nor a 
canonical design project. Certainly, the idea that, on the basis of understandings 
produced ethnographically, we might be able to formulate design requirements is 
one useful relationship. However, as I have argued elsewhere (Dourish,  2006 ), it is 
not the only one, and to imagine it so is to misunderstand ethnographic practice. 
Quite apart from the narrow conception of people as “users” (Dourish & Mainwaring, 
 2012 ; Satchell & Dourish,  2009 ), examining ethnographic accounts purely in terms 
of their statements about potential design interventions focuses on the empirical and 
ignores the conceptual. 

 Ethnographic work at the conceptual level may work best not by providing 
answers but by raising questions, challenging perceived understandings, giving 
silenced perspectives voice, and creating new conceptual understandings. That is, 
it may be destabilizing rather than instrumental, defamiliarizing topics, sites, and 
settings understood complacently (Bell, Blythe, & Sengers,  2005 ; Marcus & 
Fischer,  1986 ). However, this is not to say that raising questions is not usefully 
engaged with the design concerns of some in HCI; conceptual reformulation is 
itself a basis for design thinking. Arguably, indeed, the notion that what ethnogra-
phy should provide is implications for design similarly misconstrues the design 
process. In particular, recent years have seen HCI engage more broadly with the 
design community and so broaden a former focus on design as a process of product 
engineering to a more holistic form of practice which is, itself, conceptual and 
research-oriented (Zimmerman, Stolterman, & Forlizzi,  2010 ). So, for instance, 
where Crabtree and colleagues ( 2009 ) concern themselves with the “sorts of eth-
nography most useful for designers,” they do so largely in terms of engineering 
design practice in search of requirements, rather than critical designers engaged in 
design-oriented analysis (e.g., Dunne & Raby,  2001 ) or what Cross (    2007 ) has 
called “designerly ways of knowing.”  

    Ethnography and Cultural Analysis 

 Broadly, we might associate ethnography with a shift in attention in HCI towards 
cultural analysis, by which I mean not a reductive, psychometric account of 
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cross- cultural differences but rather a form of humanistically inspired analysis of 
cultural practice. Scholars working within HCI have increasingly recognized the 
relevance of the humanities for their work, and that interactive systems in contem-
porary society should be understood not simply as instrumental tools to be evalu-
ated for their effi ciency but as cultural objects to be understood in terms of the forms 
of expression and engagement that they engender. This position basically argues 
that if you restrict your vocabulary to bandwidth, storage, and encoding technolo-
gies, it’s diffi cult to capture the essence of YouTube, and that menu layouts have 
little to do with people’s attitudes towards Facebook. Ethnographic investigation 
implies more than simply a different way of getting at data, or a way of getting at it 
in a different setting (“in the wild” rather than “in the lab”) but also signals, in this 
context, a shift in the objects or concerns of inquiry that asks what cultural work 
digital media and interactive systems do, how they fi t into broader patterns of prac-
tice and how the two coevolve. This is not simply, then, using the tools of anthropol-
ogy to study interactive systems; it is also studying interactive systems 
anthropologically as sites of social and cultural production, in the sense of the gen-
erative (rather than taxonomic) reading of culture. What emerges is a new disciplin-
ary hybrid, and so the epistemological foundations shift. This implies then that 
ethnography is not simply a tool to be picked up in order to better carry out the same 
old job; the job changes, its demands and requirements change, the qualifi cations to 
undertake the work change, and our expectations of what we’re doing change too. 
Or so, at least, we should hope.   

    Asking Questions of Ethnography 

 This chapter is written with the expectation that many more people may come across 
ethnographic work in HCI, may read it, review it, or attempt to employ it than will 
ever actually attempt to conduct it. It is for this reason that it has taken as its topic 
not how to do ethnography, but rather what ethnography tries to do, and why, 
through a discussion of the historical debates and currents that have shaped contem-
porary ethnographic practice. In HCI, as in many other disciplines, ethnography has 
become a technique that many use, often in different ways. The historical account 
given here, rough and ready as it is, provides some tools for assessing that work and 
for understanding how it should be read. In light of this, it should be clear that there 
are some good questions that one might choose to ask of ethnographic work, and 
some less good ones. 

 Among the good questions to ask might be “What are this work’s empirical 
claims?” and “What are this work’s conceptual claims?” with an emphasis on the 
fact that these are two different questions. That is, ethnographies make both empiri-
cal and conceptual claims, and they should be distinguished from each other. 
Ethnography has often been thought of in HCI as a purely empirical activity, a way 
of uncovering facts about places and people. However, this is at best a partial view 
and often a deeply problematic one if one is unable to recognize conceptual claims 
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as being just that. (Hopefully, in light of the preceding pages, we know better now 
than to say “uncovering” and might perhaps say “generating” instead.) 

 “What was the context of production?” How was this work produced, and in 
what ways? What, in particular, is the foundation for the kinds of participation that 
the work discloses? Indeed, is this participation even made clear? Many ethno-
graphic texts in HCI resemble anthropological ethnography of the 1950s or before, 
couched in authoritative claims of the lives of others with little, if any, recognition 
of the person of the ethnographer as a party to the production of ethnographic data. 
Such an account supports the position that I have tried to steer readers away from 
here that ethnographic data is simply lying around on the ground waiting for the 
ethnographer to pick it up and bring it home. If we accept a view of ethnographic 
material as the product of occasions of participative engagement, then we surely 
need to be able to inquire into the nature of that engagement. Or, thinking of it 
another way, the question the ethnographer asks of events and utterances is, what 
makes just this statement or action make sense in context? So similarly, we as read-
ers should be able to ask the same question of ethnographic texts, and so need some 
account of this context in order to proceed. 

  How does this contribute to the corpus?  If the broad ethnographic corpus is the 
site of engagement and generalization, then how should particular texts be read 
against, alongside, or in response to others? Reading ethnographic material purely 
as a cataloging of observations garnered in some particular place or time renders its 
conceptual contributions largely invisible. At the same time, in the design context, 
it rules as largely irrelevant any work that arises at a time, in a place, with a group, 
or organized around a topic not immediately germane to the domain of application. 
On the other hand, when read as a corpus contribution, and as something that not 
only supplements but also comments upon an existing corpus of materials, ethno-
graphic research has the potential for much greater impact and signifi cance. 

 If some questions are good ones to ask, others are less so, although they do arise 
frequently, not least perhaps due to the epistemological mismatch between different 
disciplinary perspectives. What are some of these? 

 “Is this a representative sample?” Ethnographers certainly use the term “sam-
pling” but since they do not seek to make statistical statements about the settings 
under investigation, issues of representativeness do not arise in the way in which 
they do in quantitative work. The concern for the ethnographer is to understand and 
account for what arises in the data. Statements made by participants, events seen to 
play out, and so on are not necessarily taken as evidence of anything more than the 
possibility of exactly these occurrences; specifi cally, they are not generally taken in 
and of themselves as exemplars of putative more abstract phenomena. Quite apart 
from the question of what “the average American,” “the average HCI researcher,” 
“the average New Yorker,” “the average banker” or “the average southern Californian 
adolescent” might be as anything other than an academically convenient statistical 
fi ction, ethnographic work does not seek to operate in those terms; it seeks to inter-
pret and account for things that actually happened. This is not to say that ethnogra-
phy does not seek to make broader statements based on repeated observation (and 
ethnographers most certainly count things—see, for example, the charts and even 
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graphs in Becker and colleagues’ classic  Boys in White  (Becker, Geer, Hughes, & 
Strauss,  1961 )). However, the point is rather that questions of representativeness are 
not immediately germane because ethnographic data does not “stand for” a broader 
statistical phenomenon in the ways in which survey data or other quantitative 
approaches might attempt to do. 

 Methodologically, in fact, it can be of particular value to seek out the unusual. It 
is frequently observed that the most valuable informants are often people whose 
status is somewhat marginal or peripheral (since they have a useful insider/outsider 
perspective on the situation). Similarly, we might deliberately choose to look for 
and talk with people whose position on a phenomenon is unusual because of the 
precise nature of their unusual relationship. In a study of public transit in London, 
for instance, we found it fruitful to talk to people who, for example, refused to use 
the Underground system precisely because of the kind of perspective that that might 
give on the questions of the public transit system as an aspect of everyday life. 

 “How can you tell if what people told you is right?” This question arises from 
time to time and signals something of a misapprehension about the nature of ethno-
graphic interviews. In general, when we ask questions in an ethnographic context, 
plugging a gap in our knowledge is only one aspect of what is being done; another 
is learning about the answer. A statement, utterance or action is taken, ethnographi-
cally, as documentary evidence of its own production; that is, the interesting thing 
isn’t necessarily what was said, but that it could be said, that it was a sensible thing 
to be said by just that person in just those circumstances and in just that way. The 
question to ask, analytically, isn’t “do I believe this to be true?” or “is this person 
lying to me?” but “what warrants that answer?” In other words, what is it about the 
relations that obtain in the moment between the ethnographer and participant that 
make the participant’s answer a sensible one for the participant to give? What allows 
this to be an answer that is appropriate? What does the answer reveal about the 
organization or meaningfulness of the topic? A lie is revealing; it suggests that there 
is something worth lying about, and the choice of lie matters. So too do circumlocu-
tions, partial answers, and so on. More importantly, it is not a question of dividing the 
world into true statements and false ones; all statements and all actions at all times 
are produced to meet the immediate circumstances of the moment, whether those 
circumstances are a wedding, drinks with friends, an intimate moment, an encounter 
with authority, a lecture, or an interview with a nosy social scientist. 

 “Didn’t you affect things by being there?” My usual answer to this is, “I should 
hope so”; if I am being less fl ippant I might add, “in exactly the same way as every 
other person who was there changed things by being there.” That is, the scenes into 
which ethnographers inquire are themselves ever changing and dynamic, and there 
is no simple fact of the matter as to what happens independently of the particular set 
of people who are parties to the scene and participants within it. The ethnographer 
is one of those, as are others, each engaged in the production of social life as a lived 
and enacted accomplishment. Certainly, it would be different if the ethnographer 
had not been there, just as it would have been different if a slightly different cast of 
characters had turned up. What’s important of course is to make this clear. In two 
pieces that appear in the same volume, for example, Yvonne Rogers ( 1997 ) and 
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Blomberg, Suchman, & Trigg ( 1997 ) thoughtfully refl ect on cases where their own 
presence as ethnographers precipitated disruptions that were methodologically, ana-
lytically, and politically signifi cant. 

 “What should I build now that I know this?” Much research in HCI is concerned 
with technology design (not all, by any means, but a good deal.) So, the question of 
“what to build” is one that preoccupies many researchers and practitioners. I have it 
listed here under “less good questions” not because it is not, in itself, a sensible 
question but rather because it is a less good question to ask  of an ethnographic text . 
As elaborated and exemplifi ed elsewhere (Dourish,  2007 ), ethnographic research 
may inspire design practice, but the value that it offers is in an encounter with design 
rather than in its own terms. The implications for design, that is, lie not within the 
ethnographic text itself but rather in the way in which it reframes the contexts and 
questions of design. Again, if we think of the corpus as the site of ethnographic 
generalization, then we may see too the need to move to a different level in order to 
engage more fruitfully with design.  

    Recommended Reading 

 There are any number of basic how-to books that will provide you with an over-
view of the ethnographic method and hard-won lessons from the fi eld. Examples 
include Agar’s  The Professional Stranger  agar ( 1996 ), Fetterman’s  Ethnography  
Fetterman ( 1998 ), Snow, Lofl and, Lofl and and Anderson’s  Analyzing Social 
Settings  Lofl and et al. ( 2006 ), and DeWalt and DeWalt’s  Participant Observation  
DeWalt & DeWalt ( 2002 ). Different people have their favorites amongst these for 
different reasons, although they broadly cover the same ground. In my classes, I 
like to use Emerson, Fretz, and Shaw’s  Writing Ethnographic Fieldnotes  Emerson  
et al. ( 1995 ); despite the title, its focus is considerably broader than fi eldnotes, but 
it does take an approach based on the generation and analysis of texts, which I fi nd 
very useful. 

 Spradley’s  The Ethnographic Interview  Spradley ( 1979 ) and Weiss’  Learning 
From Strangers  Weiss ( 1994 ) are particularly good on interview techniques (the 
latter features useful transcripts annotated with notes on strategies, tactics and occa-
sional blunders.) Sarah Pink’s  Doing Visual Ethnography  Pink ( 2001 ) explores the 
use of visual materials as tools in ethnographic research. 

 Howard Becker’s books  Tricks of the Trade  becker ( 1998 ) and  Telling About 
Society  becker ( 2007 ) are both fi lled with insight and advice for conducting and 
writing about ethnographic research, but in doing so they provide too considerable 
background that unpacks the nature of qualitative research and its documents. 

 Moore’s  Visions of Culture  Moore ( 1997 ), while not focused on ethnographic 
research in particular, provides overview sketches of the theoretical positions of a 
wide range of anthropologists and social scientists, which can be helpful in recog-
nizing a range of alternative positions that ethnographic material might take. 
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 Geertz’s landmark text  The Interpretation of Culture  paints a vivid and detailed 
picture of a program of interpretive, semiotic anthropology, illustrated with ethno-
graphic essays of his own including his classic study of the Balinese cockfi ght. 

 Clifford and Marcus’ collection  Writing Culture  explores the question of how 
ethnographic texts work; its publication was something of a watershed moment in 
ethnographic methodology. Geertz’s  Works and Lives  Geertz ( 1988 ) and Van 
Maanen’s  Tales of the Field  Van maanen ( 2011 ) both refl ect on the production of 
ethnographic texts too, although in different ways—in Geertz’s case, approached 
more as literary criticism, and in Van Maanen’s, as something of a manual for 
practitioners. 

 As with several other disciplines, the Annual Reviews series includes a volume—
 Annual Reviews in Anthropology —which publishes extensive reviews in particular 
areas of work—the anthropology of money, the anthropology of time, the anthro-
pology of visual practice, and so on—that collect, organize, and interpret extensive 
sets of research reports. If ethnographic generalization lies in juxtaposition as much 
as in abstraction, this is a good place to see it on display. 

 The traditional ethnographic form is a monograph, and so HCI, with its emphasis 
on highly abbreviated texts, rarely provides the space needed for thick description 
and conceptual development. Nonetheless, we do fi nd within HCI examples of eth-
nographic material that is both analytically and empirically rich—some representa-
tive examples include Bowers, Button, and Sharrock’s ( 1995 ) studies of the print 
shop fl oor (which is both ethnographic and ethnomethodological), Jenna Burrell’s 
( 2012 ) investigations of Ghanaian Internet cafes, Mainwaring, Chang, and 
Anderson’s ( 2004 ) studies of people’s relationships to infrastructure, and Vertesi’s 
( 2012 ) study of human–robot interaction and embodied interaction in planetary 
exploration. Increasingly too, though, we fi nd ethnographic work of considerable 
interest to HCI arising outside of HCI itself, including studies of design practice 
(e.g., Loukissas,  2012 ), of mobile communications (e.g., Horst & Miller,  2006 ), of 
the production of games and virtual worlds (e.g., Malaby,  2009 ), and of gambling 
machines (Schüll,  2012 ).  

    Exercises 

        1.    What would the challenges be in pooling related ethnographies to create a port-
folio from which to make generalizations? What aspects of Grounded Theory 
Method would apply to the generating of these generalizations?   

   2.    Describe the positive aspects of the researcher being a participant in the 
experience?         
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          Introduction: Why Use Grounded Theory Method? 

 Grounded theory method (GTM) is increasingly used in HCI and CSCW research 
(Fig.  1 ). GTM offers a rigorous way to explore a domain, with an emphasis on dis-
covering new insights, testing those insights, and building partial understandings 
into a broader theory of the domain. The strength of the method—as a full method—
is the ability to make sense of diverse phenomena, to construct an account of those 
phenomena that is strongly based in the data (“grounded” in the data), to develop 
that account through an iterative and principled series of challenges and modifi ca-
tions, and to communicate the end result to others in a way that is convincing and 
valuable to their own research and understanding. GTM is particularly appropriate 
for making sense of a domain without a dominant theory. It is  not  concerned with 
testing existing theories. Rather, GTM is concerned with the  creation  of theory, and 
with the rigorous and even ruthless examination of that new theory.

   Grounded Theory Method is exactly that—a  method , or rather, a family of meth-
ods (Babchuk,  2010 )—for the development of theory. GTM makes explicit use of 
the capabilities that nearly all human share, to be curious about the world, to under-
stand the world, and to communicate that understanding to others. GTM adds to 
these lay human capabilities a rigorous, scientifi c set of ways of inquiring, ways of 
thinking, and ways of knowing that can add power and explanatory strength to HCI 
and CSCW research. 

         Curiosity, Creativity, and Surprise as Analytic 
Tools: Grounded Theory Method 

             Michael     Muller    

 In memory of Susan Leigh Star (1954–2010), whose insights 
and humanity helped many of us to fi nd our ways, individually 
and collectively. 

        M.   Muller      (*) 
  IBM Research ,   Cambridge ,  MA ,  USA   
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 GTM has been used to study diverse phenomena that pertain or contribute to HCI 
and CSCW studies. Matavire and Brown ( 2008 ) surveyed the use of GTM in infor-
mation systems research; (Riitta, Urquhart, & Iivari,  2009 ; Riitta & Newman,  2011 ) 
used GTM to understand information systems project management ( see  also Seidel 
& Recker,  2009 , for a grounded theory study of business process management). 
Adolph, Hall and Kruchten ( 2008 ) applied GTM to understand software develop-
ment. More specifi cally, Hoda ( 2011 ) used GTM to develop an account of agile 
software teams. In a contrastive pairing, Macrì, Tagliaventi and Bertolotti ( 2002 ) 
conducted a grounded theory study of resistance to change in organizations, and 
Pauleen and Yoong ( 2004 ) studied innovation in organizations. Locke ( 2001 ) 
focused on management studies. 

 Within HCI and CSCW, various forms of GTM have been used to study phenom-
ena such as boundary objects and infrastructures ( 1985 ,  1999 ,  2002 ; Star & 
Griesemer,  1989 ), appropriation (Kim & Lee,  2012 ), decision-making (Lopes, 
 2010 ), personas (Faily & Flechals,  2011 ), HCI education (Cennamo et al.,  2011 ), 
social media (Blythe & Cairns,  2009 ; Thom-Santelli, Muller, & Millen,  2008 ), and 
the use of classifi cations in organizations (Bowker & Star,  1999 ). Among domains 
that can be addressed via information and computing technologies, GTM was used 
in studies of diverse populations ranging from homeless people (Eyrich-Garg,  2011 ) 
to seniors (Sayago & Blat,  2009 ; Vines et al.,  2012 ) to parents (Rode,  2009 ) to fami-
lies in various confi gurations (Odom, Zimmerman, & Forlizzi,  2010 ; Yardi & 
Bruckman,  2012 ) to the founders of ventures (Ambos and Birkinshaw ( 2010 ). GTM 
has also been invoked in studies that focused primarily on technologies (Chetty 
et al.,  2011 ; Faste & Lin,  2012 ; Kim, Hong, & Magerko,  2010 ) and on the social 

  Fig. 1    Papers in the ACM Digital Library that mention “grounded theory.” The line labeled “all” 
is for all references to “grounded theory” in each year. The line labeled “chi” shows papers that 
mentioned both “grounded theory” and “chi.” The line labeled “cscw” shows papers that men-
tioned both “grounded theory” and “cscw.” The remaining two lines are grounded theory papers in 
the CHI or CSCW  Conference Proceedings  (including  Extended Abstracts ). Figures for 2012 
( asterisk ) are estimates, based on entries from January to September       
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attributes of technologies (Kjeldskov & Paay,  2005 ; Lewis & Lewis,  2012 ; 
Mathiasen & Bødker,  2011 ; Paay, Kjeldskov, Howard, & Dave,  2009 ; Rode,  2009 ; 
Wyche, Smyth, Chetty, Aoki, & Grinter,  2010 ; Yardi & Bruckman,  2012 ). 

 However, the development of GTM has been complex and even schismatic. After 
the initial  Discovery of Grounded Theory  (Glaser & Strauss,  1967 ), two major ori-
entations to grounded theory diverged from one another (Babchuk,  2010 ; Kelle, 
 2005 ,  2007 ), followed by a “second generation” of grounded theorists who cre-
atively extended and recombined one or both of the major orientations (Morse et al., 
 2009 ) and further offshoots as well (Matavire & Brown,  2008 ), described in more 
detail later. Also, the application of GTM in HCI and CSCW has been uneven (see 
Furniss, Blandford, & Curson,  2011 , for a recent discussion). Some researchers 
adopt the concept of grounded theory as a full methodology (e.g., Star,  1999 ,  2007 ). 
Other researchers make selective use of a subset of GT practices (e.g., Paay et al., 
 2009 ; Thom-Santelli et al.,  2008 ). Yet other researchers invoke GTM as a kind of 
signal to indicate an extended qualitative data analysis. Taken together, these prob-
lems have led to a blurring of the defi nition and the practices of GTM in HCI and 
CSCW research. It is diffi cult to know what a reference to “grounded theory” means 
in CSCW and HCI, and it is correspondingly diffi cult to assess the quality and rigor 
of grounded theory reports. 

 This chapter attempts to address some of these problems. Because the theme of 
this volume is “ways of knowing,” I use the grounded theory approach of  abductive 
inference  as a core distinguishing contribution of GTM to HCI and CSCW, and as 
the central organizing principle of this chapter. As with many papers on GTM, my 
excerpting from the literature is necessarily personal; I provide citations to different 
perspectives as well. 

    Grounded Theory Method as a Way of Knowing 

 Ground Theory Method is concerned with  knowing  as a human endeavor, using the 
unique capabilities of humans as active inquirers who construct their interpretations 
of the world and its phenomena (Charmaz,  2006 ; Gasson,  2003 ; Lincoln & Guba, 
 2000 ). In this way, GTM differs from many conventional “objective” approaches to 
HCI, which often defi ne their methods as a series of procedural steps that should 
result in a replicable outcome regardless of the identity of the researcher(s) involved 
(e.g., Popper,  1968 ). Grounded theory recognizes that human researchers are curi-
ous and active agents, who are constantly thinking about their research questions, 
and who can make, modify and strengthen their research questions as they learn 
more. The procedural steps of conventional approaches are replaced with a different 
logic of inquiry derived generally from the philosophy of pragmatism (Peirce, 
 1903 ), with its own standards of rigor. 

 Conventional approaches advise a linear sequence of actions in which the 
researcher (1) defi nes a theoretical question, (2) collects data, (3) analyzes the data, 
and (4) interprets the analysis to answer the theoretical question. Grounded theory 
makes a virtue of our human inclination to ask “what‘s going on here” long before 
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we have completed our data collection (Charmaz,  2006 ; Gasson,  2003 ). Instead of 
waiting to theorize until all the data are collected, GTM provides ways of thinking 
that depend crucially on the iterative development of interpretation and theory, 
using principles of  constant comparison  of data-with-data, and data-with-theory 
(Charmaz,  2006 ; Corbin & Strauss,  2008 ; Glaser & Strauss,  1967 ; Kelle,  2007 ; 
Urquhart & Fernández,  2006 ). Data collection is guided by the iteratively develop-
ing theory, usually in ways that involve challenging that theory through additional 
data samples that are chosen to test the theory at its weakest points (e.g., Awbrey & 
Awbrey,  1995 ). For example, we might ask, “is this fi nding universal, or does it 
occur only among a subset of the population?” or, using a more targeted strategy, 
“what  other  situations are crucially different, such that we should we  not  be able to 
replicate this fi nding in those situations?” A theory that survives this process is 
likely to be broad and robust, and is therefore likely to provide explanatory value 
and power to the researcher and the fi eld.  

    Abductive Inference and Surprise 

 According to many GTM researchers, the core concept of GTM is a way of reason-
ing that is distinct among most other methods in HCI and CSCW.  Abductive infer-
ence  is a “logic of discovery” (Paavola,  2012 ) concerned with fi nding new 
interpretations (theories) for data that do not fi t old ideas (Reichertz,  2007 ; Shannak 
& Aldhmour,  2009 ). As such, it is neither inductive nor deductive, although some 
theorists claim that it incorporates both of these inferential operations (e.g., Haig, 
 1995 ). The logic of abduction is to fi nd a surprising phenomenon, and then to try to 
explain it. Haig ( 2005 ) describes the process as follows:

  [S]ome observations (phenomena) are encountered which are surprising because they do 
not follow from any accepted hypothesis; we come to notice that those observations 
 (phenomena) would follow as a matter of course from the truth of a new hypothesis in 
 conjunction with accepted auxiliary claims; we therefore conclude that the new hypothesis 
is plausible and thus deserves to be seriously entertained and further investigated. 
(Parentheses in original) 

   The new idea is a “hypothesis on probation” (Gold, Walton, Cureton, & Anderson, 
 2011 ), and must be rigorously tested. GTM provides disciplined ways of “manag-
ing” one or more “hypotheses on probation,” and of testing them in ways that make 
the hypothesis stronger, more internally consistent, and broadly applicable. 

 Most grounded theorists trace the concept of abduction to Pierce‘s philosophy of 
pragmatism (Peirce,  1903 ): “Deduction proves that something must be; Induction 
shows that something actually is operative; Abduction… suggests that something 
may be.” 1  But how can we move from the tentative position of “may be” to a stance 
of greater confi dence? Quoting from Peirce, Reichertz ( 2010 ) summarizes: “One 
may [achieve] a discovery of this sort as a result of an intellectual process and, if this 

1   For more discussion of pragmatism, see Hayes’ chapter on Action Research in this volume. 
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happens, it takes place ‘like lightning,’ and the thought process ‘is very little 
 hampered by logical rules.’” While intriguing, Peirce‘s theorizing would seem to 
make for poor science. The  method  aspects of Grounded Theory Method are 
designed to resolve these problems in detail.   

    What Grounded Theory Is and Is Not 

 Grounded theory is not a theory!—at least, not in the conventional sense of theory, 
such as Activity Theory (Nardi,  1996 ) or Structuration Theory (Orlikowski,  1992 ). 
Grounded theory is a family of methods (Babchuk,  2010 )—hence, the more accu-
rate term of Grounded Theory Method (Charmaz,  2006 ). The methods are used to 
 construct  theories of particular phenomena or domains that are “grounded” in the 
data. In this way, GTM puts its emphasis on data, and on thinking about the data. 
The methods of GTM help researchers to describe data, to build increasingly power-
ful abstractions based on the data, and to collect additional data that can provide the 
most effective tests of those abstractions.  

    Grounded Theory as Method 

    History and Sources of Grounded Theory 

 Grounded Theory began as a “discovery” of two sociologists (Glaser & Strauss, 
 1967 ) who had enjoyed a fruitful collaboration (Glaser & Strauss,  1965 ,  1968 ; 
Strauss & Glaser,  1970 ), but who eventually disagreed with one another, sometimes 
profoundly (Corbin & Strauss,  2008 ; Glaser,  1978 ,  1992 ; Strauss,  1993 ). The core 
of their shared insights was a rejection of the positivist sociology that was dominant 
in the US in the 1960s (Star,  2007 ) and the development of an approach that empha-
sized the gradual development of new theories based on continual reference (“con-
stant comparison”) to data. They rejected the conventional approaches that begin 
with a theory, collect data in a uniform manner, and then test that theory. Instead, 
they pioneered methods for making sense of data through iterative coding and theo-
rizing, in which theory guided codes and codes guided theory, and in which the 
theory was understood to be under constant development. 2  A direct consequence of 
the focus of theory and ongoing development was the requirement to reshape the 
inquiry based on the developing theory (see “theoretical sampling,” below). 

 The disagreement between Glaser and Strauss has been discussed by many 
grounded theory researchers (Bryant & Charmaz,  2007 ; Charmaz,  2006 ,  2008 ; Locke, 
 2001 ; Morse et al.,  2009 ), including an HCI-oriented account (Muller & Kogan,  2012 ). 

2   This approach is similar to HCI ideas of iterative design, and the quick, in-process evaluations of 
designs through formative evaluation (Nielsen,  1992 ). GTM adds methodological rigor and the 
coordinated development of both data and theory. 
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Strauss focused on a set of methods for conducting grounded theory research. 
Consistent with the themes of ongoing development and discovery, Strauss made sig-
nifi cant modifi cations to his treatment, sometimes discarding entire “paradigms” in 
favor of more open procedures (Corbin & Strauss,  2008 ). Glaser disagreed with many 
of the specifi c methodologies, which he considered to be “forcing” the data into preex-
isting structures (e.g., Glaser,  1992 ), with a potential loss of the ability (“sensitivity”) 
to discern and create new theories (e.g., Glaser,  1978 ). Students of the two founders 
developed their own practices and their own philosophical orientations. Today, 
grounded theory spans multiple positions, from quasi- positivist (e.g., Corbin & 
Strauss,  2008 ) to constructivist (e.g., Charmaz,  2006 ) to explicitly postmodern (e.g., 
Clarke,  2005 ). In what follows, I focus more on the Strauss and Charmaz approaches, 
because they offer relatively clear guidance for HCI and CSCW. I encourage interested 
readers to consult many of the other sources, because of the strongly personal and 
personalized nature of much of grounded theory methods. GTM methods are  ways of 
knowing ; each GTM practitioner will need to make choices about the best (sub) meth-
ods through which she or he perceives and knows.  

    Major Resources for Grounded Theory 

 As mentioned above, the founding text of grounded theory was the book about its 
“discovery” by Glaser and Strauss ( 1967 ). Strauss’s work proceeded through a 
methodological evolution, sometimes informally referred to as “the cookbook”; the 
most recent version appeared as Corbin and Strauss ( 2008 ). Glaser published a 
series of theoretical evolutions, with a diminished focus on methods; Glaser ( 1998 ) 
is a good summary. 

 Students of the founders developed their own approaches. One group of students 
described themselves as “the second generation,” and published a summary of their 
approaches in Morse et al. ( 2009 ). Several of them also published infl uential ver-
sions of grounded theory research methods, such as the constructivist methodology 
of Charmaz ( 2006 ), the postmodern and cartographic approach of Clarke ( 2005 ), 
and the more pragmatic, business-applied version of Locke ( 2001 ). Like any fi eld of 
committed scholars, grounded theory has needed its own handbook to pursue 
diverse specialized topics. An infl uential handbook has appeared in the Sage series 
by Bryant and Charmaz ( 2007 ).   

    Grounded Theory Practices 

    The Abstraction of the New: Codes, Coding, and Categories 

 Grounded theory begins not with theory, but with data. Data are connected to think-
ing, and to theorizing, through a formal vocabulary known as  codes  (Holton,  2007 ), 
as shown by lozenge shapes in the left side of Fig.  2 . Star ( 2007 ) wrote, “A code sets 
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up a relationship with your data, and with your respondents [Codes are] a matter of 
both attachment and separation […] Codes allow us to know about the fi eld we 
study, and yet carry the abstraction of the new.” Writing descriptions that are both 
accurately detailed and powerfully abstract is challenging. A code is a descriptor of 
some aspect of a particular situation (a site, informant or group of informants, epi-
sode, conversational turn, action, etc.). When codes are reused across more diverse 
situations, they gain explanatory power. Each situation becomes a test of the power 
of the codes to explain an increasing rich set of data. Codes are initially descriptive 
and tied to particular aspects of the data. Over time, the researcher(s) develop more 
abstract codes, which become one instantiation of the developing theory as shown 
by the thought-bubbles on the right side of Fig.  2 . GTM provides guidance about 
how this happens, how to assess the resulting set of codes (see “Research Quality 
and Rigor,” below), and how to record the emerging theory through informal docu-
ments called “memos” (the paper icons in the central column of Fig.  2 ). 3  Several 
infl uential accounts of GTM converge on a four-level schema to help to meet the 
challenge of how to get started in coding (Charmaz,  2006 ; Corbin & Strauss,  2008 ; 

3   Note that there is controversy among GTM researchers about the appropriate time to consult 
Formal Theory (i.e., the research literature). See “Creativity and Imagination,” below. 

  Fig. 2    A sketch of the major components of GTM practices       
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Dick,  2005 ; Star,  2007 ): open coding, axial coding, selective coding, and the 
 designation of the core concept.

    Open coding  is the phrase used for the initial description of a situation. An open 
code is a kind of label placed on a phenomenon. Open codes are “open” in the sense 
that they are “open minded” (not governed by formal prior knowledge) and also in 
the sense that they are relatively unconstrained. 

 Suppose that we want to understand work practices in organizations. We might 
begin by interviewing people about their work. In this particular case, a “situation” 
is a person, and we are coding attributes of the person’s job, tasks, and responsibili-
ties. 4  Possible codes might include “individual” or “team,” or “time-pressured,” or 
“quality-focused.” Some codes turn out to be useful in more than one situation, 
while others, which are mentioned by only a single informant, turn out to have little 
generality. Codes should be recorded in brief, informal researchers “memos” (see 
below). At this stage, the memo would be likely to contain a list of codes, the infor-
mal rules or heuristics for applying those codes to the data, and the beginnings of a 
list of reasons to doubt that the codes are complete descriptions of the data (Fig.  3a ).

    Axial coding  is the fi rst of several practices to organize the open codes into 
broader abstractions or more generalized meanings—a continuing integration of 
one’s understandings, moving from  describing  to  knowing . Axial codes are 

4   In other cases, the “situation” could be a group, or an organization, or a document, or a 
conversation. 

Category:  Contribution-type
Genre? Deadline pressure Collaboration Prefer

expertise
project management
development
user support
design
finance   

none
mild
moderate
intense

individual
team
community of prac
community of exce

(modified/conditioned by two axial codes)

Core Concept:  COLLABORATION PATTERN
Collaboration is a key organizing principle in this organization.
Individuals have collaboration-preferences (see axial-code memo).  
Groups have collaboration-styles (see axial-code memo), which often
are expressed in terms of named roles (see axial-code memo).  More 
Importantly, individuals and groups are connected through the 
articulation (?) of preferences and styles/roles–these articulations are
take the form of specific collaboration-relations (see category memo). 

Examples:
At Site 1, informants AR and LP spoke of their preferred ways of
collaborating, which they referred to as their“contributions”.  
Their team lead, KDat Site 2, described their contributions in terms
of the team needs, speaking…  

a

b

c

d

e

  Fig. 3    Examples of memos in GTM       
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collections of related open codes. It is tempting to say that axial codes are built up 
from the component open codes in a bottom-up way, and that’s partially true. For 
example, the open codes of “individual” and “team” may suggest an axial code of 
“collaboration-preference.” That might seem like a nice research outcome, and we 
should record it in another informal memo, describing the axial code and its compo-
nent open codes—perhaps with back-references to the memo(s) created in the pre-
ceding paragraph (Fig.  3b ). 

 The concept of collaboration-preference might provide a good basis for writing a 
paper. However, an axial code may also be used to interrogate the open codes, lead-
ing to more data collection and more open coding. Suppose, in the example of the 
axial code for collaboration-preference, we might have heard references to other 
confi gurations of work, such as communities of practice, or less structured networks. 
If we have already accepted the axial code as “individual-or-group,” then these other 
confi gurations of work would come as a surprise. If we were guided by a hypothesis-
testing approach, we might try to force a community of practice into the “team” 
category. Because we are using GTM, we can instead interrogate our initial theory 
and its axial code of collaboration-preference, to see how it can be expanded and 
strengthened based on the tentative evidence of communities of practice. 

 This way of thinking may lead to a search beyond the current sample of infor-
mants, for people who work in those other confi gurations, such as communities of 
practice (see “theoretical sampling,” below). If we fi nd people who work in those 
confi gurations, then the axial code must be broadened, and has thus become stron-
ger and more generalizable: The axial code now organizes more cases, and (cru-
cially) it  sets each case in relation to other cases along a common frame of 
reference —that is, each case has a unitary description (the open code), and those 
unitary descriptions make more sense because they can be thought about in relation 
to other unitary descriptions (other open codes). The axial code sets these open 
codes into that relationship, which should be recorded in another informal memo. 
Like the preceding memo, this new document could be quite short, describing the 
axial codes, their constituent open codes, and the emergent concepts that are related 
to this new cluster of labels (Fig.  3c ). 

  Categories  begin to emerge as we focus our attention and insight upon certain 
axial codes. A category is a well-understood set of attributes of known relation to 
one another. A simple example might be “contribution type” (as a component of 
collaboration-preference). Continued interviews may show that the informants typi-
cally make contributions such as “expertise,” “project management,” “develop-
ment,” or “user support.” If we become convinced that these four types of 
contributions are suffi cient to describe all (or most) cases, then these terms become 
properties of the category of contribution-type. Another example might be “deadline- 
pressure,” which might be summarized as “none,” “mild,” “moderate,” or “intense.” 
As these clarifi cations occur, they too should be recorded in another informal memo. 
This memo might be longer than the previous ones, because it would detail the cat-
egory and the several axial codes that contribute to it (Fig.  3d ). 

 More radically, we might recall that some informants seemed to refer to different 
kinds of roles, with different collaboration attributes, in different working groups. 
Further interviews confi rm that this phenomenon is widespread. However, the  pattern 
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of  multiple  collaboration attributes for the same person, could not occur if each 
 person had a single,  personal  collaboration-preference. This is a key moment in 
abductive inference, because we have to think of a new informal theory to make sense 
of this insight. Is the collaboration-preference really an attribute of the person? This 
thinking suggests additional questions, and those questions might lead us both to fi nd 
new informants, and also to return to previous informants to get answers to those 
additional questions. In some cases, we could return to a set of interview transcripts, 
or documents, and use our new understanding to ask new questions of these “old” 
data. As we fi nd that some people participate in  different  collaboration-patterns, then 
the attribute of collaboration-preference has moved away from the  person  and has 
become instead a characterization of each collaborative  group , such as the collabora-
tion personas of Matthews, Whittaker, Moran, and Yuen ( 2011 ). It might be appropri-
ate to rename the axial code at this point, to make its group-basis clearer—perhaps 
“collaboration-style.” The evolving theory has become much stronger, because we 
have a new understanding of  what entity  is properly described by the collaboration-
style. Another memo is needed to record this new understanding. As in the preceding 
paragraph, we may fi nd that the memos are getting longer, comprising lists of open 
and axial codes, but also greater depth and integration of the emergent theory. 

 The collaboration attribute now appears to be a defi ning aspect of each group. 
That’s an interesting new theory, but we need to test it further. In GTM, we usually 
test a theory at its weakest point. We might therefore ask if all of the members of 
each group have the  same  kind of relationship to the group. And indeed, we learn 
that some people serve as core members of a group, while other people serve as 
more peripheral members (e.g., subject-matter experts, who are called upon from 
time to time for specifi c types of expertise)—another surprise. On this basis, the 
“collaboration-style” theory appears to be insuffi cient, because it proposed that the 
group had a single collaboration-pattern. How can the theory be broadened and 
deepened, to accommodate these new insights from the data? 

 We could hypothesize another kind of theoretical “relocation” of the characteris-
tic of collaboration-style. First, we thought that collaboration-preference was a 
characteristic of a  person . Then we thought that collaboration-style was a character-
istic of a  group . Through a series of surprises, we realized that neither of those theo-
ries was capable of describing the richness of the data. Now we hypothesize that the 
collaboration attribute is a characteristic not of a person nor of a group, but rather of 
the  relationship  of a person to a group. Perhaps now we should use the phrase 
“collaboration-relation,” and we should document this subtle but important distinc-
tion in another memo. This new memo describes not only the new confi guration of 
codes, but also the theoretical concepts that led to that reconfi guration (Fig.  3e ). The 
developing theory has changed again, and has become more powerful, and capable 
of describing a broader set of phenomena. Further interviews and observations pres-
ent no further surprises: The theory appears to explain all of the data, and this phase 
of theory development is complete. 

 Additional work could be done to expand the theory beyond this situation or to 
test the theory in more detail. For example, are there certain  types of groups  that 
have a set of characteristic collaboration-relations (Matthews et al.,  2011 ) that link 
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people to each group? Or it might be useful to determine if certain job titles have a 
set of characteristic collaboration-styles that link people in that job title to other 
people (through groups). And it might be helpful to see if certain people tend to 
have a single, predominant collaboration-relation with their groups. 

 A further test of the theory could be done via a social network analysis, and some 
of the hypotheses could have been evaluated through such a network analysis (see 
Chapter on Social Network Analysis in this volume). Alternatively, we could have 
been using a statistical summary of individuals and their group memberships all 
along, to help us fi nd appropriate next people for interviews (e.g., as we did, in a 
more primitive fashion, in Muller, Millen, & Feinberg,  2009 ; Thom-Santelli et al., 
 2008 ). This is to say, while GTM is most commonly used for qualitative data, it can 
also be used for a quantitative exploration, and both qualitative and quantitative 
methods may be used together. 

 The  core concept  emerges through this kind of intense comparison of data to 
data, and data to emerging theory (some grounded theorists make reference to  selec-
tive coding , which is approximately the choice of the core concept). Could it be that 
we are thinking about a complex set of inter-related axial codes? We are currently 
thinking about collaboration-relations as describing the links between people and 
groups. But we earlier thought about collaboration-preferences of individuals, 
and  perhaps that concept is still useful  to us. Also, we earlier thought about the 
collaboration-styles of groups, and  perhaps that concept is also useful  to us. The 
general concept of collaboration-pattern appears to apply, in  different but related 
ways , to persons, groups, and the relationships among them. This three-way anal-
ysis of collaboration-pattern is becoming a powerful and generalizable theory. At 
this point, we can retrieve the two memos describing collaboration-preference and 
collaboration-style, and combine them with the more recent memo on collaboration-
relations. With those source materials in hand, we can write a longer, more integra-
tive memo about the core concept of collaboration-patterns, making use of each of 
the three preceding memos. This new memo is likely to be the basis of the results 
and/or discussion section of our report of this research. We should record other 
ideas in other memos, and save them for later. The core concept that we have chosen 
now will be the basis for one report of the work. We may want to revisit the data and 
our memos later, for additional insights, and perhaps additional papers.  

    Substantive Theory 

 Glaser ( 1978 ) proposed the heuristic question, “What is this data a study of?” 
(Charmaz,  2006 , might rephrase this as “what story do I want to tell about the 
data?”). In this example, the answer is becoming:

  The data are a study about a broad concept of collaboration-patterns, which are manifested 
in individuals as a subset of attributes that we’ve called collaboration-preferences, in groups 
as a related subset of attributes that we’ve called collaboration-styles, and in connections 
between groups and individuals as collaboration-relations. 
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   This has become a powerful theory  based in the data , and we may now be ready 
to begin to write a report of what we have concluded. The report will be centered on 
the  core concept  of collaboration-pattern, and will make use of the  categories  of 
collaboration-preference, collaboration-style, and collaboration-relation. Each of 
these categories has multiple  axial codes  which organize the original  open - coded  
data. Our intense thinking, sampling, and theorizing about the core concept has 
resulted in what grounded theorists call a  substantive theory —that is, a well- 
developed, well-integrated set of internally consistent concepts that provide a thor-
ough description of the data. The work is not over. The next step, in beginning to 
write the report, is to relate this substantive theory to previously published or “for-
mal” theories in the research literature (see “Case Studies of Grounded Theory 
Method in HCI and CSCW,” below). 

 From the perspective of this book, we have used the powerful methods of 
grounded theory to shape our  knowing  about this domain, through a disciplined 
series of movements up and down a scale of abstraction. Initially, all we knew were 
the data. Keeping an open mind, we looked for regularities in the data (repeating 
phenomena, repeating patterns), and we began to hypothesize how those phenom-
ena and relations could be related to one another. We tried various informal theo-
ries, and for each theory we immediately returned to the data, asking more questions, 
 testing  the theory to see if it was an adequate description. The goal of GTM at this 
point is to fi nd out  what ’ s wrong with the developing theory , so that we can replace 
weak parts with stronger conceptions. Our testing led to these kinds of desirable 
failures, and ultimately to a much stronger, much more generalized theory. Now we 
 know  more about our domain, and we know it because we based and tested each of 
our theoretical developments on the data. The theory is  grounded  in the data. 

 Grounded theory researchers would describe this journey in different ways. 
Glaser held that the theory  emerged  from the data ( 1992 ), and that a principal task 
of the research is to cultivate suffi cient  theoretical sensitivity  to be able to discern 
the theory in the data ( 1978 ). Corbin and Strauss also focused on fi nding patterns 
that were present in the data, using well-defi ned procedures and coding practices to 
fi nd the right data, and to describe the phenomena in those data ( 2008 ). In retro-
spect, both of these approaches seem to refl ect the objectivism of the times.  Knowing  
takes place through discovery—grounded in the data. 

 By contrast, Charmaz ( 2006 ) and Clarke ( 2005 ) emphasize the researcher as an 
active interpreter of the description and the developing theory. In their postmodern 
approach, theory is constructed (not discovered), and the researcher is accountable 
both for the theory that she/he creates, and for the path through which she/he arrived 
at that theory (Charmaz,  2006 ,  2008 ; see Dourish’s chapter on Ethnography in this 
volume for a similar movement toward accountability in ethnography). Clarke par-
ticularizes the role and responsibility of the researcher, asking  whose voice is not 
being heard  ( and why )?  Whose silence is signifi cant  ( and why )? From the perspec-
tive of this volume,  knowing  in these postmodern accounts of GTM is an active 
process of construction, and takes place through cognitive and/or social acts of 
interpretation, conceptualization, hypothesis-creation and testing, and construction 
of theory—grounded in the data.  
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    Creativity and Imagination: Memos 

 GTM describes a series of rigorous steps through which theory development 
occurs incrementally. In that spirit, most grounded theory researchers advocate an 
iterative series of documents (memos) that record the development of our under-
standings, including descriptions of codes and their meanings, thoughts about 
what might be going on, descriptions of how data fi t (or do  not  fi t) the developing 
theory, strategies for new samples, and so on. Corbin and Strauss write, “[Memos] 
force the analyst to work with ideas instead of just raw data. Also, they enable 
analysts to use creativity and imagination, often stimulating new insights into 
data.” Charmaz ( 2006 ) agrees: “Memo-writing constitutes a crucial method in 
grounded theory because it prompts you to analyze your data and codes early in the 
research process […] [N]ote where you are on fi rm ground, and where you are 
making conjectures. Then go back to the fi eld to check your conjectures.” Memo-
writing is an essential component of the  knowing  that occurs during GTM: “[M]
emos… grow in complexity, density, clarity, and accuracy as the research pro-
gresses… They… are just as important to the research process as data gathering 
itself” (Corbin & Strauss,  2008 ). 

 Advice about the practices of memo-writing practices varies widely. At perhaps 
one extreme of brevity is Dick ( 2005 ), who recommends that a grounded theory 
researcher carry fi le cards in a pocket, so that she/he can record one of  several  
memos on  each  fi le card. Corbin and Strauss ( 2008 ) provide examples of memos 
that range from a single paragraph to a page or more. Charmaz’s examples include 
single paragraphs and well-structured essays, the latter including headers and sub- 
headers within a single memo ( 2006 ). As theory-development progresses, memos 
may take on greater structure, such as the essays in Charmaz’s account ( 2006 ), 
causal diagrams (e.g., Corbin & Strauss,  2008 ), formal tables that lay out each cat-
egory with its component codes (Muller & Kogan,  2012 ), and a cartographic tech-
nique called  situational maps  (Clarke,  2005 ), as shown in Fig.  4 . Each researcher, 
and each research team, will probably need to experiment to fi nd the form or forms 
that suit their work.

   The important point is that memo-writing is a way for the researcher to construct 
her/his knowledge, and to put that evidence of  knowing  into a concrete form. 
Activity theorists might say that, through memos, the act of knowing is external-
ized or crystallized (e.g., Nardi,  1996 ). To coin a phrase, memos are a crucial step 
in  making the knowing known —to oneself and others. Memos help us to remember 
old ideas that we thought were not relevant (as in the examples about collaboration-
preference and collaboration-style, above). Memos are the expression of theory, 
and guide data collection, as well as being useful in writing reports of a GTM 
research project.   
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    Surprise as a Cognitive Tool: Theoretical Sampling 
and Constant Comparison 

 A core cognitive strategy of GTM is to make human capacities, such as curiosity 
and sensemaking, into tools of inquiry throughout the research process. Surprise is 
one of those tools. In the example of collaboration-patterns (above), we were repeat-
edly surprised to fi nd data that did not fi t the current state of our theory, and we 
ended the data collection when there were “no further surprises.” In accord with 
abductive inference, each surprise led to new hypotheses (“How could this be? 
What would have to be true, for this new information to make sense?”). We then 
sought new data, to test each new hypothesis, and to strengthen and broaden the 
theory accordingly. 

 In GTM, this overall strategy is called  theoretical sampling  (Corbin & Strauss, 
 2008 ; Glaser,  1978 ), a rigorous form of abductive reasoning that is “strategic, spe-
cifi c, and systematic” (Charmaz,  2006 ), exactly because it is guided by the ques-
tions needed to strengthen the developing theory. We gather the new data to test the 
hypothesis. The data inform the hypothesis, leading to stronger hypotheses which in 
turn guide further data collection: “Theoretical sampling tells where to go” 
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(Charmaz,  2006 ), and memos record our progress. Theoretical sampling is one of 
the major strategies within the overall GTM concept of  constant comparison  of data 
with data, and of data with theory (Glaser & Strauss,  1967 ). 

 But if data lead to new hypotheses, and new hypotheses lead to more data, and 
we need to make informal documentation of each new understanding through 
memos, then how will we ever stop? This is where surprise again becomes an 
important cognitive tool. Grounded theory researchers often write about the 
need to  saturate one ’ s categories  (Glaser & Strauss,  1967 ) or to achieve  theo-
retical saturation  (Gasson,  2003 ). A coding category is considered “saturated” 
when all the available data are explained by the codes in that category. There is 
no further surprise. Similarly, theoretical saturation is reached when all of the 
categories appear to be adequate to explain all of the data. Phrased in this way, 
the concept seems very abstract. Stern ( 2007 ) concretized it as follows, describ-
ing her study of family violence: “I realized that I had reached the point of satu-
ration when the [informant] was telling me how when he was a small child he 
stood witness as his mother shot his father dead,  and I was bored . I made all the 
right noises… but I knew that my data collection for that study had come to an 
end.” (italics in the original). 

    Summary and Recapitulation 

 In the section on abductive interference, I reviewed Peirce’s philosophy of abduc-
tive inference ( 1903 ), and showed that it depends crucially on (a) recognizing 
when one is surprised, and (b) searching for an alternative explanation. Peirce’s 
account of how that alternative explanation is found—“like lightning”—was unsat-
isfactory for scientifi c work. I then promised that GTM would provide a principled 
way of moving from lightning to careful thought and deep involvement in data. 
The long, imaginary research story about collaboration-patterns showed key 
aspects of abductive inference in GTM, in the form of interleaved and interdepen-
dent practices of data collection, coding, theorizing, and documenting. Surprise 
played a crucial role—in concert with the principle of constant comparison of data-
with-data, and data-with-theory—to show where the developing theory failed to 
describe the available data. We then used theoretical sampling, allowing the prob-
lems with our theory to help us choose the next people to interview (or, more gen-
erally, the next data to collect). Theoretical sampling is the rigorous GTM response 
to the problem of Peirce’s lightning, replacing mysterious intuitions with disci-
plined guidance toward collecting the best data to lead toward a productive new 
understanding. To borrow a turn of phrase from Stern ( 2007 ), we continued until 
we were bored—that is, until there were no more surprises when we compared 
data-with-data, and data-with- theory. Surprise told us where to go next. Lack of 
surprise told us we were done.   
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    Different Forms of Grounded Theory Method 
in HCI and CSCW 

 In HCI and CSCW, GTM has developed in several distinct ways. One important 
distinction is in the use of the research literature. Glaser and Strauss ( 1967 ) seemed 
to advocate that the researcher should approach the data as a kind of tabula rasa 
(blank slate), and should therefore avoid reading the formal or published research 
literature, to keep her/his mind free of bias. Subsequent researchers noted that both 
Glaser and Strauss had already read hundreds of books and papers about theory, and 
that they already had this knowledge somewhere in the background of their thinking 
(Morse et al.,  2009 ). Glaser remained adamant on this point, insisting that theory 
emerged from an immersion in the data (e.g., Glaser,  1992 ). Dey ( 1999 ) phrased the 
objection to Glaser’s position succinctly as “there is a difference between an open 
mind and an empty head. To analyse data, we need to use accumulated knowledge, 
not dispense with it” (see also Bryant & Charmaz,  2007 ; Funder,  2005 ; Kelle,  2005 ). 
Corbin and Strauss ( 2008 ) cautiously suggested that the research literature can be 
considered another form of data, and can be used in that way (e.g., through constant 
comparison) as part of a grounded theory investigation. Opinion continues to vary 
across a wide range of positions. 

 It is unlikely that an HCI or CSCW project could fi nd successful publication if it 
did not include a detailed literature review. Indeed, as Urquhart and Fernández 
( 2006 ), most graduate students who undertake a grounded theory study must fi rst 
pass their qualifying examinations, in which they are expected to demonstrate deep 
engagement with the research literature. If GTM is to serve as a way of knowing, 
then the knowledge that it produces should be placed in relation to other knowledge. 
For these reasons, I believe that GTM in HCI and CSCW will probably be closer to 
the position of Corbin and Strauss ( 2008 ); and Bryant & Charmaz,  2007 ; Dey,  1999 ; 
Funder,  2005 ; Kelle,  2005 ). 

    Three Usage Patterns of Grounded Theory in HCI and CSCW 

 GTM has been invoked in three different ways in HCI and CSCW. Two of the three 
usage patterns appear to have a valuable place in HCI and CSCW research. In my 
opinion, the third way is more problematic from a GTM perspective. 

    Using GTM to Structure Data Collection and Analysis 

 The fi rst type of invocation of grounded theory is a series of variations on the prac-
tices sketched in this chapter—i.e., iterative episodes of data collection and theoriz-
ing, guided by theoretical sampling, and the use of constant comparison as a way to 
think about and develop theory during ongoing data collection. 
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 Susan Leigh Star is perhaps one of the best known grounded theory researchers 
in HCI and CSCW. She used grounded theory as an organizing method in a life’s 
work that spanned the use of concepts and artifacts (boundary objects and infra-
structures, Star,  1999 ,  2002 ; Star & Griesemer,  1989 ), the implications of classifi ca-
tions for organizations and inquiries (Bowker & Star,  1999 ), and the sources of 
uncertainty in nineteenth century science (Star,  1985 ). In Star’s research, grounded 
theory became a powerful way of knowing which informed highly infl uential 
theorizing.  

    Using GTM to Analyze a Completed Dataset 

 The second type of invocation of grounded theory applies deep and iterative coding 
to a complete set of data that have already been collected, gradually building theory 
from the data, often through explicit use of concepts of open coding, axial coding, 
categories, and core concepts. While this process involves constant comparison, the 
application of theoretical sampling is more subtle. If the dataset must be treated “as 
is” (i.e., no further data can be collected), then how can the researcher use the devel-
oping theory to guide further data collection? One answer that can occur in large 
datasets is that the developing theory suggests different ways of sorting and excerpt-
ing from the data. In this way, the researcher fi nds new insights and new concepts 
through a process that is very similar to theoretical sampling. 

 An example of this approach appeared in a well-regarded paper by Wyche and 
Grinter ( 2009 ) about religion in the home. Wyche and Grinter conducted interviews 
in 20 home settings. They ended their data collection when they reached saturation 
(i.e., no further surprises). This appears to have been the  beginning  of their grounded 
theory analysis: They describe an enormous dataset of interviews, photographs, and 
fi eld notes, and make explicit reference to the constant comparative method for deep 
and iterative coding, in conjunction with reading the research literature. Their anal-
ysis is fascinating, and has been cited as an example of excellent and infl uential 
research, with implications for theory as well as design. 

 Paay et al. ( 2009 ) conducted a similar post-data-collection grounded theory anal-
ysis of hybridized digital-social-material urban environments, which was explicitly 
guided by theoretical concepts from the research literature. In addition to a very 
detailed discussion of open and axial coding, they used an affi nity-diagramming 
method from Beyer and Holtzblatt ( 1998 ) that is similar in some ways to Clarke’s 
cartographic techniques ( 2005 ). Outcomes included a process model for this com-
plex design domain, as well as qualitative critiques of design prototypes.  

    Using GTM to Signal a Deep and Iterative Coding Approach 

 The third type of invocation of ground theory is, to me, more problematic. Some 
researchers make a general reference to grounded theory as a kind of signal that they 
coded their data carefully. However, they give no details of their coding strategies or 
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outcomes, and it is diffi cult to fi nd any convincing evidence that they built theory 
from the data. In some cases, they appear to have begun their study with very spe-
cifi c questions, and then collected data to answer those questions. It might make 
more sense for these papers to make reference to more general guidance in coding 
data (e.g., Dey,  1993 ; Lincoln & Guba,  1995 ; Miles & Huberman,  1994 ). As with 
much of grounded theory work, this point is probably controversial. My purpose in 
this chapter is not to criticize authors of good work over a difference in nomenclature, 
so I will not name specifi c examples of this kind of invocation. However, from the 
perspective of GTM, a lack of detail about the process makes it impossible to take 
up the work into the corpus; it is in this sense that this use of “grounded theory” as 
a description of method is problematic.    

    Research Quality and Rigor 

 The preceding section suggests some indicators of quality and rigor in grounded 
theory research when applied to HCI and CSCW research. However, it is important 
to note that issues of quality remain unresolved within the broader community of 
grounded theory researchers, with diverse views from many researchers (Adolph 
et al.,  2008 ; Corbin & Strauss,  2008 ; Charmaz,  2006 ,  2008 ; Gasson,  2003 ; Locke, 
 2001 ; Matavire & Brown,  2008 ), dating back, in part, to the earlier split between 
Glaser and Strauss (Kelle,  2007 ; Morse et al.,  2009 ). 

 Glaser and Strauss ( 1967 ) proposed some very general qualities for evaluation of 
grounded theory outcomes, focusing on four terms:

•    Fit: How well does the theoretical description describe the data?  
•   Relevance: Does the description appear to answer important questions? (See 

Hayes, “Knowing by Doing: Action Research as an Approach to HCI” this 
 volume, for a related perspective).  

•   Work (ability): Do the components of the theoretical description lead to useful 
predictions?  

•   Modifi ability: Is the theory presented in a way that will encourage other research-
ers to use it, test it, and change it over time?    

 Charmaz ( 2006 ) proposed a similar set of criteria: credibility (overlapping with 
fi t), resonance (overlapping with relevance), originality (overlapping with some 
aspects of relevance and work), and usefulness (overlapping with some aspects of 
work and modifi ability). However, most of this advice remains very general, and it 
is diffi cult translate the generalities into criteria for review of grounded theory work. 

 Gasson ( 2003 ) argues that grounded theory research has been diffi cult to evalu-
ate (or defend) because of the default assumptions about what makes “good” 
research (e.g., hypothesis-testing, confi rmatory/disconfi rmatory expectations—
see Popper,  1968 ). In the general context of information systems research, she 
calls for researchers to move from a positivist stance of “objective” facts, to an 
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interpretivist stance that each researcher reports her/his fi ndings as honestly as 
possible, for comparison with the interpretations of other researchers. Here is a 
partial summary of her proposed movement from positivist to interpretivism crite-
ria in evaluating research:

 From positivist  To interpretivist 

 Objectivity  Confi rmability (emphasis is placed on informants, not researchers) 
 Reliability  Dependability/auditability (clear path to conclusions) 
 Internal validity  Internal consistency (related to GTM concept of saturation—i.e., all the 

components of the theory work together; there are no more surprises) 
 External validity  Transferability (generalizability). Cooney ( 2011 ) recommends that external 

“experts” be requested to render judgments of validity, as well 

   Even these broad criteria may be problematic. For example, Gasson proposes to 
test via confi rmability with informants, as do Cooney ( 2011 ) and Hall and Callery 
( 2001 ); similar proposals have been made for collaborative ethnography (Lassiter, 
 2005 ) and action research (Hayes, ”Knowing by Doing: Action Research as an 
Approach to HCI” this volume). However, Elliott and Lazenbatt ( 2005 ) argue that 
grounded theory uniquely  combines  perspectives of many informants (constant 
comparison of data-with-data), and also  abstracts  a more formalized theoretical 
description from their combined accounts (constant comparison of data-with- 
theory—see also Star,  2007 ). In this way, grounded theory method may produce a 
theoretical description (i.e., the core concept and its elaboration) that presents per-
spectives that would be rejected by some of the informants. 

 Within HCI and CSCW, applying these changes in criteria may take some time, 
and some further development to meet our own diverse subfi elds’ requirements. 
During this period, it may be useful to follow the advices of Charmaz ( 2006 ), Hall 
and Callery ( 2001 ), and Locke ( 2001 ). They recommend making the research pro-
cess transparent to the reader, so that the reader can make her or his own assessment 
of the quality of methods followed and their results (Locke,  2001 ). 

 For HCI and CSCW, a citation to Glaser and Strauss ( 1967 ) provides only a 
general orientation to the “family of methods” that collectively describe (but do not 
yet defi ne) grounded theory (Babchuk,  2010 ; Bryant & Charmaz,  2007 ;    Morse 
et al.,  2009 ). A more useful citation would provide a later reference, preferably after 
the split between Glaser and Strauss, and preferably to a methodologist who pro-
vides specifi c guidance—e.g., Charmaz ( 2006 ), Corbin and Strauss ( 2008 , or the 
previous editions of their procedural guide), Clarke ( 2005 ), Glaser ( 1992 ,  1998 ), or 
Locke ( 2001 ). It would be useful to know which specifi c coding practices were used 
in the analysis, and it may also be useful to see a brief recapitulation of the axial 
coding, leading to the core concept. It would also be useful to know how the research 
literature was used—e.g., as a source of candidate axial codes, or as a follow-on 
after the analysis was largely completed. The works that I cited in the preceding 
section (“Case Studies”) provide this kind of methodological detail, and are 
strengthened by it.  
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    Conclusion 

 Charmaz ( 2006 ), Gasson ( 2003 ), Hall and Callery ( 2001 ), and Locke ( 2001 ) 
 recommend that grounded theory reports be refl ective on their own process, and 
provide transparency into that process. This advice is, of course, exactly what is 
needed for GTM to work as a way of knowing. The researcher needs cognitive and 
methodological tools to be assured of the quality of her/his own knowing, and the 
reader needs strong visibility into the research methods to be convinced that she/he, 
too, wants to share in that knowledge. 

 In this chapter, I have provided an inevitably personal account of grounded the-
ory. My account focused on the virtues of human curiosity, creativity, and surprise 
as cognitive tools for scientifi c rigor. I began with Peirce’s analysis of abductive 
inference, and went on to detail some of the rich and powerful methods that grounded 
theory researchers have developed to turn Peirce’s insight into scientifi c method. 
People think about what they are learning  while  they are learning, and GTM turns 
that tendency into a scientifi c strength through methodological underpinnings of 
disciplined coding practices, guided by principles of constant comparison and theo-
retical sampling. The goal is to remain faithful to the data, and to draw conclusions 
that are fi rmly grounded in the data. People (not procedures or methods) construct 
meaning and knowledge, and GTM can help them to do that, and to share their new 
knowledge credibly with one another.  

    Exercises 

        1.    What modifi cations to GTM would need to be made if the researcher has an 
inkling of what theory might be relevant to their observations?   

   2.    How well does GTM accommodate a team of researchers? Where would they 
work independently and where collaboratively?         
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           What Is Action Research? 

    Action research (AR) is an approach to research that involves engaging with a 
 community to address some problem or challenge and through this problem solving 
to develop scholarly knowledge. AR is method agnostic, which is to say action 
researchers make use of a large variety of qualitative and quantitative methods to 
understand the change they are undertaking in communities. In HCI, AR often also 
uses design, development, and deployment of technologies as methods of knowing 
and of enacting change. The cornerstone of AR is that these two cannot be disen-
tangled: the doing and the knowing, the intervention and the learning. 

 AR is explicitly democratic, collaborative, and interdisciplinary. The focus when 
conducting AR is to create research efforts “with” people experiencing real prob-
lems in their everyday lives not “for,” “about,” or “focused on” them. Thus, AR 
research focuses on highly contextualized, localized solutions with a greater empha-
sis on transferability than generalizability. That is to say, the knowledge generated 
in an AR project should be contextualized enough to enable someone else to use this 
information to create their own change—which may or may not be similar—in 
another environment—which again may or may not be similar. 

 AR offers a systematic collaborative approach to conducting research in HCI that 
satisfi es both the need for scientifi c rigor and promotion of sustainable social change 
and has been taken up by a variety of researchers in HCI (e.g., Foth & Axup,  2006 ; 
Palen,  2010 ) and information systems (e.g., Baskerville & Pries-Heje,  1999 ) 
research. AR “aims to contribute both to the practical concerns of people” in prob-
lematic situations and to the academic goals of science “by joint collaboration 
within a mutually acceptable ethical framework” (Rapoport,  1970 , p. 499). 
AR includes “systemic inquiry that is collective, collaborative, self-refl ective, 
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 critical and undertaken by participants in the inquiry” (McCutcheon & Jung,  1990 , 
p. 148). Procedurally, AR is “comparative research on the conditions and effects of 
various forms of social action, and research leading to social action” that uses “a 
spiral of steps, each of which is composed of a circle of planning, action, and fact-
fi nding about the result of the action” (Lewin,  1946 ,  1948 ). AR necessitates that 
researchers become “facilitators” of the intervention and research process, enabling 
collaborators from the community to step up into the researcher role alongside the 
rest of the team. Researchers in this model must become conscious of their own 
positions and allow for the prioritization of different values than they might typi-
cally. This transformation from leader, with expertise that is prioritized above par-
ticipant knowledge, to coach, who draws out participant ideas and places them 
centrally within the project, allows space for all viewpoints. This approach privi-
leges the local knowledge contributed by community insiders as much as the aca-
demic knowledge contributed by community outsiders.  

    History and Intellectual Tradition of AR 

 Although there is some debate about exactly when and how AR emerged (Masters, 
 1995 ), most scholars credit Kurt Lewin, a psychologist who escaped Nazi Germany 
for the USA in the 1930s, with fi rst defi ning a theory of action research in 1944 while 
a professor at MIT. He published “Action research and minority problems” (Lewin, 
 1946 ) shortly thereafter, creating the fi rst published piece of scholarship explicitly 
describing AR. By arguing that knowledge could best be constructed by real-world 
tests and that “nothing is as practical as a good theory” Lewin began to make AR and 
intervene in research settings acceptable as a means for scholarly inquiry. To make 
this kind of progress, however, Lewin relied on an emergent scientifi c culture led by 
the pragmatists, perhaps most notably John Dewey and William James, that saw sci-
ence as relevant and available to everyone, not just the ivory tower elites interested 
in “esoteric knowledge” (Dewey,  1976 ; Greenwood & Levin,  2007 ; James,  1948 ). 
Particularly relevant to the ideas that would form the basis for AR, Dewey saw the 
process of generating knowledge as the product of cycles of action and refl ection 
(Dewey,  1991 / 1927 ). He advanced the idea that thought and action cannot be sepa-
rated, a cornerstone of Lewin’s approach to research and of AR more generally. 1   

    What Can Action Research Do for You? 

 There are numerous resources on AR, including books that will walk you through 
the history or the application of AR as well as works critically reconstructing AR 
and its tenants. In one such book, “The Action Research Reader,” Grundy breaks 

1   Interested readers are referred to the chapter on Grounded Theory Method in this same volume, 
which also engages the concerns and ideas of the pragmatists. 
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AR projects into a taxonomy that includes technical, practical, and emancipatory 
(Grundy,  1988 ). Likewise, McKernan describes three views on problem solv-
ing prevalent in AR: scientifi c-technical, practical-deliberative, and critical- 
emancipatory (McKernan,  1991 ). 

 The fi rst type (technical or scientifi c-technical) is traditionally most relevant to 
the natural and computational sciences in which truth and reality are generally 
thought to be knowable and measurable, and knowledge produced may be predic-
tive and generalizable. In this case, the facilitator engages with collaborators to test 
an intervention based on a predefi ned scientifi c theory. This intervention is designed 
to create some change in the setting, which can include new practices and approaches, 
different power structures or group dynamics, altered patterns of action, or simply 
the incorporation of a new piece of technology into daily practice. This approach 
may then result in change less likely to be carried on by the community partners 
after completion of the project, depending on how “bought in” to this theory and 
intervention the community collaborators are (or can be given the resources they 
have available). Indeed, in my own research, when I have used this approach to AR, 
I am left with results that are very comfortable to an HCI audience and which could 
be useful in creating long-term sustained change, but the specifi c projects them-
selves did not succeed in making those changes. For example, in one school-based 
research effort, I developed a system that fi t well with established educational the-
ory around behavior management for children with severe disabilities. However, in 
practice, the teachers and administrators did not have the resources available to 
them to continue to use the system after the end of the research project. This system 
has since experienced commercial success with other schools, in which resources 
are not as constrained and practices are more closely aligned with those theoreti-
cally recommended. 

 The other two approaches (practical-deliberative and critical-emancipatory), 
which are more familiar to a humanities or a critical theory research team, focus 
more on unknowable, social realities with research problems that are constantly 
evolving and defi ned in the situation by a variety of stakeholders with dynamic and 
mixed values. The relationships in these models are based on a move towards mutual 
understanding and shared solution development as opposed to a model in which the 
researchers, while working in democratic partnership with community members, 
are still ultimately interested in technical design, validation, and refi nement. These 
latter AR approaches tend to produce sustainable change more reliably but may not 
produce innovative solutions that would warrant additional interest from the com-
puting research community. Both approaches rely heavily on interpretivist data 
analysis and the development of shared understanding among all participants. The 
primary difference in these two approaches lies in the degree to which the research 
facilitators seek to identify problems in collaboration with partner participants. 
Practical AR is largely about understanding local practices and solving locally iden-
tifi ed problems, whereas emancipatory AR promotes a kind of consciousness rais-
ing and criticality that seeks to empower partners to identify and rise up against 
problems they may not have identifi ed initially on their own. 
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 AR is essentially method agnostic. Ultimately, researchers interested in AR 
must decide what they hope to understand: an underlying technical reality that will 
produce generalizable results ( technical ), a local problem and its (potentially tech-
nological) solutions ( practical ), or how to change practices towards those that 
enhance or produce equity amongst underrepresented and mistreated communities 
( emancipatory ). AR can support researchers in any of these goals, but the 
approaches may be different depending upon what is in focus. Regardless of what 
type of AR one undertakes, there are common underlying tenets, as described in the 
following section.  

    Doing Action Research (and Doing It Well) 

 Good AR is fundamentally empirical and cyclical, which is to say the actions under-
taken are responsive to emergent evidence. This responsiveness is required of 
research settings in which the goal is to achieve both intervention and understand-
ing. Furthermore, this understanding must unpack both the setting itself and the 
outcome of the intervention—whether successful or not. Thus, the research ques-
tions and methods must continually evolve alongside the context of the setting, 
which allows researchers to capitalize on the knowledge developed in earlier stages 
of the project with the involvement and engagement of those most affected by the 
intervention. Additionally, good AR must be critical, which of course is easier in a 
cyclic process, in which action always follows planning and is followed by refl ec-
tion and review. Schon ( 1983 ) references this kind of criticality as “refl ection in 
action,” a process by which the research team unpack both the outcomes of the 
intervention(s) and the means by which they were accomplished interdependently. 
Given the limited separation of research and practice in AR, this kind of refl ection 
must consider not only the specifi c research questions initially posed and those that 
have evolved from the work but also questions of practice. The research team then 
must ask the following: What happened? Did the intervention work (as planned)? 
What do we know about the site, our theories, and the empirical data that can explain 
why or why not? Now what? 

 The emphasis on incorporating multiple stakeholder viewpoints 2  alongside lit-
erature reviews and empirical evidence can enable researchers to engage more criti-
cally with the fi eld site, as described here. This must include critical refl ection on 
the interests and values of the community. For example, as noted in other chapters, 
particularly those focused on qualitative research methods, researchers engaged 
deeply in fi eld sites must recognize their own taken-for-granted positions and 
beliefs. The same is true for AR. One cannot go into an AR project with a mind 
completely clear of our own cultural and personal beliefs. Instead, AR requires us 
to uncover our own prejudices alongside those of the fi eld site. Thus, good action 

2   Interested readers should also explore value-sensitive design, values in design, and participatory 
design as design-oriented approaches that focus on multiple-stakeholder viewpoints. 
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researchers use a multitude of methods to gather evidence about complex situations 
and varied viewpoints while critiquing their own practices and knowledge produc-
tion. AR then requires careful discrimination among the data, summaries of those 
data, and interpretations or judgment based on the data and theory. The inherent 
fl exibility of AR allows these researchers to balance critical refl ection and scientifi c 
rigor, as defi ned by an eye towards trustworthiness (Lincoln & Guba,  1985 ). 
Likewise, by examining transferability rather than generalizability, researchers can 
ensure that even in the face of multifaceted and complicated projects and fi eld sites 
enough information about the projects is documented to allow other researchers to 
take up the results. 

 Trustworthiness stems from four distinct but related concepts: credibility, trans-
ferability, dependability, and confi rmability (Lincoln & Guba,  1985 ; Stringer, 
 2007 ). The notion of trustworthiness as a measure of scientifi c rigor can be—and 
often is—applied to other related approaches to research (e.g., ethnographic meth-
ods, collaborative inquiry). AR is particularly well suited to address issues of cred-
ibility and integrity of studies. First, the prolonged engagement common to AR 
projects ensures that the kinds of deep-seated emotional responses or hidden tacit 
knowledge that are nearly impossible to retrieve in a single interview or focus group 
will emerge. Second, AR projects typically include persistent and explicit observa-
tion over this extended period of engagement enabling researchers to gather data 
directly in the fi eld while it is happening as well as from informant accounts. 
Furthermore, both in interviews and observations, AR places an emphasis on par-
ticipant language and perspectives as opposed to the layering of scientifi c language 
from the literature on participant concepts. To this end, Stringer advocates the use 
of the  verbatim principle , in which researchers use terms and concepts “drawn from 
the words of the participants themselves” to “minimize the propensity to conceptu-
alize events through their own interpretive lenses” [   Stringer,  2007 , p. 99]. Third, AR 
ensures credibility of data through the inclusion of multiple perspectives which can 
allow confl ict, disagreement, and therefore data triangulation to occur (Lincoln & 
Guba,  1985 ) followed by member checking—in which informants verify data col-
lected about them—and debriefi ng—in which participants are encouraged to voice 
concerns and comment on the science itself. Furthermore, through an emphasis on 
standpoint analysis, by which researchers are encouraged to understand and to 
describe both their own perspectives and those of the participants with whom they 
are working (Denzin,  1997 ; Smith,  1989 ; Stringer,  2007 ), AR reminds us that no 
singular account with one voice can describe the myriad complex viewpoints in any 
research setting. Finally, the credibility and validity of AR knowledge are measured 
to a large degree by the “workability” of solutions—that is, their ability to address 
real problems in the lives of the participants (Greenwood & Levin,  2007 , p. 63). The 
workability requirement of solutions enforces the tight link between theory and 
practice by ensuring that theoretical knowledge generated in and from the fi eld is 
returned to the fi eld in the form of some sort of action that can be evaluated. 

 AR intentionally de-emphasizes the notion that research results can or should be 
made generalizable to some larger population beyond the one present. Researchers 
engaged directly and closely with communities, as in AR, recognize the inherent 
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contextualization and localization of any developed solution. Thus, the goal is 
instead transferability. To accomplish this goal, data must be collected, analyzed, 
and described as transparently as possible (dependability). Furthermore, enough 
evidence must be presented to confi rm that the events transpired as described 
(confi rmability). 

 This transparency in the development of solutions, collection of data about them, 
and analysis in results enables other researchers—or community members and other 
stakeholders in related situations—to trust the results enough to examine what is 
similar and what is different about their setting in an attempt to replicate parts of the 
solution while changing others. Thus, AR does not say that no solution can ever be 
successful outside of the local context for which it was developed. Instead, AR pro-
vides a rigorous framework for generating and sharing suffi cient knowledge about 
a solution that it may potentially be transferred to other contexts. 

 AR shares many methods and issues familiar to HCI researchers: working with 
community partners, engaging in fi eldwork, and designing and developing solutions 
iteratively. However, an AR approach alters these processes in signifi cant ways. 
First, the researcher in an AR project takes on the role of a “friendly outsider” 
(Greenwood & Levin,  2007 , p. 124–128). The researcher as friendly outsider is an 
approach that explicitly rejects the idea that researchers should distance themselves 
from the “subjects” of their research in the name of objectivity. Instead, AR requires 
researchers to become “coaches” who are skilled at opening up lines of communica-
tion and facilitating research activities  with  community partners rather than design-
ing and implementing research  about  them. Likewise, the research facilitator 
co-designs interventions and change  with  community partners, not  for  them. In this 
model, researchers may support community collaborators in critical thinking and 
academic reasoning, but this view privileges local knowledge as being as important 
as scientifi c or scholarly knowledge. Thus, all involved are co-investigators of, co- 
participants in, and co-subjects of both the change and evaluation activities of the 
project. Importantly, as Light et al. note, fi nding and working with community part-
ners are not as simple as identifying someone in need (or someone representative of 
a group in need) and placing them in the collaborative relationship of the research 
team. Rather, there is a process by which these individuals are made participants—
and a parallel process by which the researchers are also made participants—resulting 
in the entire team being together rather than from the university or from the com-
munity (Light, Egglestone, Wakeford & Rogers,  2011 ), a process that bears some 
similarity to the notion of collaborative ethnography (Lassiter,  2005 ). In this sec-
tion, I describe some of the considerations and procedures relevant to taking an AR 
approach in HCI with examples from my own work when appropriate. 

    Establishing a Relationship with a Community Partner 

 The fi rst step in many scientifi c research projects is to formulate a problem state-
ment or collection of research questions. In AR, these research questions should be 
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developed collaboratively in partnership with members of the community you wish 
to engage and thus tend to be inherently interdisciplinary in nature. Thus, the fi rst 
step in an AR project is often to engage with a community partner. Community 
partners can be people with whom one has a long-standing relationship or they may 
emerge once a researcher has decided to address a particular problem or a set of 
problems. For example, one action researcher might choose to work with the school 
where he or she teaches or his or her daughter attends, while another may hold a 
workshop for local teachers and attempt to identify someone sympathetic to the 
research problem being addressed. Likewise, community partners may be recruited 
by or may recruit researchers. For example, one researcher may be called upon by 
a nonprofi t familiar with their work and interested in what technology can do for 
their organization while others may have to call a set of nonprofi ts working in their 
areas of interest. 

 Regardless of the means by which community partners are identifi ed, it is incum-
bent upon the research team in an AR project to grow those relationships and estab-
lish trust among all parties before work can begin. Typical relationship-building 
approaches can include researchers presenting some of their work to the potential 
partners, partners presenting some of their challenges to the research team as well 
as any ideas they have of how they might work together, and less formal approaches 
like just “hanging out” together. Even after an initial relationship is established, it 
can take a long time to develop into a workable partnership for an AR project. Signs 
that the relationship is established to that point include indicators that all team mem-
bers trust each other, they have a shared commitment to working together, and there 
is general amiable casual communication.  

    Research Questions and Problem Statements 

 Once a relationship has been established, the AR project team—including research-
ers and community partners—can begin to develop shared research questions and 
problem statements. AR inherently includes the development of some action, often 
a technological intervention in HCI research. Before such an intervention can be 
designed, vision and operational statements should be crafted collaboratively 
[Stringer, p. 151]. Vision statements enable the AR team to work together to decide 
what the issues are and to develop methods for accounting for all of the concerns of 
the varied people involved. They provide the means by which all voices are heard 
and all concerns are included and often include a list of goals or a “vision” for the 
outcomes of the project. Vision statements often arise from substantial fi eldwork, 
surveys, focus groups, and interviews, activities that are described in other chapters 
of this book and in other reference materials. 

 As one example, in working with an afterschool program that supported teach-
ing children about technology in inner-city Atlanta, I struggled to craft a vision 
with the local leaders of the program for successful change in their efforts. 
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The dominant issue in our struggles was whether the program, which appeared 
successful in the literature and thus was being replicated in Atlanta, would in fact 
translate from the program in which it originated in a larger city in the Northeast 
United States. I was inclined to follow the literature and thus viewed our project as 
focusing on developing action to support getting their program “back on track” 
with the national efforts. The local leaders, however, believed that the processes 
and ideas that originated elsewhere would not work for their population. Thus, I 
then spent several months conducting fi eldwork to understand the nuances of their 
population and the implementation of the program at their site before we could 
begin to craft a collaborative vision statement. By working together over these 
months, we were ultimately able to articulate multiple research questions and a 
general direction that incorporated portions of each of our original ideas and some 
that emerged during our time working together. These research questions were 
both substantially more relevant to the real issues at hand and more credible in 
terms of developing knowledge due to their connection to both the literature and 
the local context. Context and community are thorny words in any research, but in 
HCI, they can become even more so. When considering information and commu-
nication technologies, knowledge is no longer strictly place or infrastructure 
based. They can include people, structures, technologies, localities, and virtual 
spaces. Of course, not every community collaborator is interested in traditional 
academic research questions, regardless of discipline. Thus, in AR, the notion of a 
“research question” must be broader than those that can be published and include 
questions about process and outcomes that are important to the community part-
ners who are interested in quality improvement and assessing the impact of an 
intervention on their sites. 

 Operational statements follow from vision statements and specifi cally detail how 
all of the individuals involved will work together to ensure that the vision state-
ments can be met [Stringer, p. 151]. As such, operational statements operationalize 
the vision and often include phrasing such as “the [organization] will enact its 
vision through” followed by a list of detailed changes that will be made. Operational 
statements can be hard to craft and even harder to support and commit to complet-
ing. Thus, the action researcher, as research facilitator, must work to support partici-
pants in communicating with one another, compromising, and prioritizing some 
activities over others. In terms of HCI projects, these activities can also include 
prioritizing some features and functionality in technological artifacts over others. 
Again, it is important to recognize here that the researchers have some expert 
knowledge (e.g., what can be done technologically, what timeline and funding 
resources constrain the project) as well as the ability to see things as outsiders. 
However, local knowledge is also vitally important and should be treated as expert 
knowledge in its own right. Thus, these decisions should be made collaboratively as 
part of a negotiation between all of the stakeholders and participants in the project. 
Addressing these issues early in the project can enhance the commitment of all 
members of the team to ensuring that both the intervention and the research are 
completed successfully as well as enable the airing of any potential concerns before 
they grow into substantial problems.  
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    Action and Intervention 

 The action in AR can include any of a variety of social and technological changes 
within the larger sociotechnical context in which the AR project is situated. 
Adjustments must be made to both the technological and the organizational sys-
tems at the same time. This “joint optimization” accounts for the necessary train-
ing required to “operate in [the new] technical environment” and the necessary 
design required given the particular behaviors or features of the organization into 
which the technology will be deployed (Greenwood & Levin,  2007 ). Technological 
and organizational designs are therefore inseparable. Furthermore, as with the 
research questions and vision and operational statements, design of these socio-
technical interventions must be conducted collaboratively with the community 
partners. This kind of engagement is related to but distinct from that traditionally 
advocated in participatory design (PD) (e.g., Greenbaum & Kyng,  1992 ;    Muller, 
 2007 ; Schuler & Namioka,  1993 ). Both PD and AR stem from the notion that 
change should be designed and implemented democratically and inclusively 
(Foth & Axup,  2006 ). However, the scope of PD is typically more limited to the 
design of solutions, whereas the scope of AR includes the notion of  learning 
through action . 

 Although this kind of refl ection is important to design, and in particular the PD 
process, it is not the same as the construction of scholarly knowledge through 
action required of AR. This kind of learning stems from the extensive co-construction 
of knowledge before, during, and after the implementation of any change— 
technological or otherwise. This broad scope ensures that the problems as well as 
the solutions are collaboratively developed and articulated. Furthermore, the 
emphasis on research over design in AR drives home the idea that the end goal of 
AR is not  the best  solution to a problem but rather greater understanding of the set-
ting through engagement in change and production of  potentially better  solutions 
iteratively and over long periods of engagement. For example, in a 5-year ongoing 
project with a public school in Southern California, we have been working towards 
an understanding of the role of digital tools in providing visual support for stu-
dents. Over time, these tools have taken a variety of forms, and as the teaching 
practices and available hardware have both changed, so too has our software. Being 
unafraid of using something that is not “done” has enabled us to make positive 
change in the classroom activities and to unpack interesting research questions 
about the design of these artifacts and their use in schools. Recognition that the 
ultimate goal of AR is to learn through doing can free the designers and researchers 
in the project from what Stolterman refers to as “design paralysis” that can occur 
through “endless opportunities” in a messy design space (Stolterman,  2008 ). AR 
teams create interventions after thoughtful consideration. However, an attitude that 
focuses on the outcome of learning something, regardless of the “success” of the 
design or the intervention, can free up the team to attempt interventions that may 
be risky or underdetermined.  
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    Evaluation 

 Proponents of AR frequently note that evaluation is neither a natural nor a neutral 
act. Evaluation as a process begs the following questions: Who evaluates? What 
gets evaluated? What power structures and decision processes led to this evaluation 
strategy? Thus, evaluation in AR, just like problem defi nition and intervention 
design, is recognized to be a value-laden enterprise. AR projects seek to ask and 
answer questions of interest to the research community as well as those that are of 
interest to the community partners. Furthermore, AR seeks to “defi ne outcomes in 
ends that are acceptable to stakeholders, rather than those whose degree of success 
may be measured against some set of fi xed criteria” [Stringer, p. 141]. In this model, 
evaluation is carried out as a joint construction among all the participants. 
Stakeholder groups are encouraged to air all of their concerns, review data that has 
been collected about and for the project, resolve any issues they can, and prioritize 
a list of unresolved items (“future work,” in HCI parlance) (Guba & Lincoln,  1989 ). 
Both scholarly and practical questions around the change must be addressed. 
Because action researchers often engage deeply with a fi eld site prior to any change 
occurring, some traditional measures of change can often be deployed (e.g., sur-
veys, observational measures). Ideally, the change is sustained, but the use of the 
technology might not be, leaving room for a pre–during–post-intervention study 
design. For example, in one project focused on teaching social skills to students in 
elementary school, we removed the technology after an intervention period, but the 
adjustments to student behavior remained. This research fi nding had the positive 
practical impact of allowing the teachers to create a curriculum model that includes 
a brief but intense intervention each year that has lasting effects on the social behav-
ior of the students throughout the year. 

 These methods inevitably lead to disagreement in some projects. Furthermore, 
the academic pressures of publishing—and the position of the research facilitators 
as people who know what is of interest to the academic community—can privilege 
some portions of the evaluation activities over others. Academic researchers are 
skilled in arguing their points, have deeper knowledge of the research literature than 
community partners, and carry with them innate status. Thus, they must be careful 
of “model monopoly” (Braten,  1973 ), in which the professional researcher domi-
nates the conversation with their own models of the community partners and the 
situation. This kind of dominance ultimately enables the professional researcher to 
thereby dominate the plan of action. It is important during evaluation as much as at 
any point in an AR project to remember that the researcher should act as facilitator 
for a team, not leader of a project, and ensure that all of the perspectives are repre-
sented in the plans for evaluation and analysis. 

 A compromise on the means for evaluation to ensure that all perspectives are 
represented is core to the AR approach, even when it means substantial additional 
work on the part of the research team. One example of such compromise occurred 
in my work with a special education school over a 2-year period. The research ques-
tions we initially developed as a team focused on whether teachers would be able to 
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collect the data required for a particular school practice more effi ciently and with 
less burden using the technological intervention we had designed. As it became 
clear that the teachers would easily be able to conduct these practices using the 
technology, the teachers and other school-based professionals began to iterate on the 
goals of the project, noting that the quality—beyond effi ciency—of teacher practice 
might be changed using the tools we had provided. There were also questions about 
the quality of teacher-based assessments when compared with professional experi-
mental assessments regardless of whether the teachers were using our tool. This 
quality was best measured by gathering substantially more data and analyzing these 
data in a way that would produce rigorous results that could be included in year-end 
reports about each child as well as each teacher’s progress but would be of little to 
no interest to the HCI research community. Because our fi rst duty in AR is always 
to our community partners, we included these issues in our evaluation and analysis. 
The additional data not only addressed the questions raised by our community part-
ners, but it also enabled the co-construction of new knowledge that was unexpected 
by both the community partners and the research facilitators but emerged through 
the partnership. These results, though not directly relevant to HCI researchers, were 
of much interest to the community partners, to special education  researchers, and to 
our interdisciplinary team. Ultimately, their inclusion strengthened the work and led 
to further publications outside the HCI domain. Of course, respect for all the view-
points in an AR project could mean not collecting data that the researchers them-
selves want. For example, collecting the data might be too invasive or too 
cumbersome for the community partners, particularly when for legal, access, or 
ethical issues these data must be collected by the partners. In these cases, a compro-
mise would have to be created that respects the viewpoints of the entire team.  

    Disseminating Knowledge and Documenting Progress 

 The full inclusion of community partners in AR projects does not end with the 
implementation of the research or with the analysis of results. Rather, AR explicitly 
requires writing with engaged partners. The written material generated from these 
collaborative activities can come in three forms: reports written for the local group 
only, scholarly works written for the research community most closely aligned with 
the community partners, and scholarly works for the research facilitator’s research 
community. 

 Reports generated for the local group should have a written component, both to 
serve as a formal record of the project and to ensure the specifi city of language and 
refl ection by all participants. However, they may also be accompanied by presenta-
tions or even dramatic plays and other performances. For example, in a project in 
Southern California, we recently created a video report to show to busy members of 
a local school board who were unable to spend more than a few minutes discussing 
any particular project or issue at their meetings. 
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 These reports can serve multiple purposes in an AR project. First, and most 
importantly, the activity of creating a report itself makes space for an explicit time 
during which the entire research team comes together and refl ects on the actions 
they have taken. By doing so in writing or another presentation medium, team mem-
bers must carefully articulate their responses and the results of this refl ection to one 
another and potentially to the outside world. Second, these reports often serve to 
update local sponsors and gatekeepers (e.g., a local school board or hospital admin-
istration) on the project’s progress, the research outcomes, and the results of the 
action in terms these stakeholders use and fi nd important. Third, community part-
ners are often accountable to outside organizations, such as funding organizations. 
Reports written in lay terms for a local audience can often be appropriated by the 
community partners in their communication activities with these external bodies. 
For example, when conducting a research project focused on a technology-oriented 
curriculum for adolescent girls during summer camp, we worked with a local branch 
of a major national girls organization. Our community partners used our local 
report, which included a video, to present the results of the camp to both the national 
board of their organization and local donors. We have since used the created video 
in fund-raising and recruiting efforts at our university, an unexpected benefi t of the 
creation of this video report. 

 Scholarly writing and academic papers may be more familiar to researchers than 
the kinds of local reports described above. However, scholarly works—particularly 
in computer science, information science, and HCI—are almost certainly more 
familiar to the research facilitators than to the community partners in an AR project. 
Many community partners may never have published in an academic venue, and if 
they have, the publications may not have been in the disciplinary style or the venues 
of the professional researchers. Thus, researchers must attend carefully to ensuring 
empowerment to infl uence the scholarly production for all members of the team. 
Specifi cally, teams should work to ensure that alternate ways of contributing to the 
scholarly publication are available for those not as comfortable with this format of 
reporting. Additionally, scholarly publications should be submitted to places that 
can help the careers of both the research facilitators and the community partners 
when possible. For example, top-tier conference publications are often the primary 
goal for HCI researchers (e.g., CHI, CSCW). However, the computer science tradi-
tion of low acceptance rates and high prestige being afforded to these venues does 
not translate well into many other disciplines. Thus, decisions about publication 
venues should be made collaboratively when possible. Furthermore, an appropriate 
amount of time must be built into the writing plan to ensure for translation of lan-
guage among different communities and inclusion of everyone’s input. When writ-
ing a paper for a computing venue, for example, the HCI research facilitators may 
need to take extra time to explain the venue, the types of papers, and the questions 
of interest in this community to the research partners. Often, it would be simpler and 
more expedient to skip these steps, writing the reports within the academic portion 
of the research team and then asking for feedback on a nearly completed draft from 
the community research partners. However, to meet the goals of a truly collabora-
tive AR experience, the entire team should be included from the beginning to the 
end when possible, and a variety of reporting mechanisms should be employed.  
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    Moments of Celebration 

 Getting results of an AR project published is certainly a cause for celebration, and 
presenting the results whether at a local event or a national conference provides the 
team with a defi ned moment of celebration. However, in AR projects, because there 
is no clearly defi ned ending point in most cases, it is also important to recognize 
intermediate moments of celebration throughout the project. 

 In one research project in a school, teachers were asked to perform a set of activi-
ties with two children in each of their classes. They worked with me as well as with 
my community research partner in the schools to complete the tasks in their class-
rooms over the course of approximately 3–5 weeks per child. Once everything for 
an individual child was completed, we brought the teacher a gift bag fi lled with 
things she needed for her classroom: hand sanitizer, snacks, school supplies, and so 
on. Each time they would receive their gifts, the teachers called over their aides and 
sometimes the students as well to publicly open the gift bags and join us in thanking 
the entire classroom and celebrating the completion of one portion of the research 
effort. These kinds of public displays of celebration can be much more effective in 
building good will and compensating research participants for involvement than 
simple cash payments. 

 In this same project, we also celebrated at bigger milestones. Once all four teach-
ers involved had completed their work with two children each, the fi rst phase of our 
project was completed. We took advantage of the ending of the school year for these 
teachers, which coincided with their completion of this fi rst phase, to throw a party 
at my house. At this party, all of the researchers on the academic side who had 
helped in building the system we were testing, transcribing interviews, and perform-
ing other activities were present along with the teachers, school administrators, 
aides, and other team members from the    schools. Many of the people present were 
meeting each other for the fi rst time, with only a few of us having been heavily 
involved across sites. The team should be emphasized during these moments of 
celebration, not the individuals. So, at this party, I gave everyone a present from 
both the academic research team and the community research team and thanked 
them collectively and very briefl y. 

 AR requires sustained long-term engagement with research sites and community 
partners. Although the exact time frame depends largely on the composition of the 
team and the work involved, this kind of relationship and effort can be exhausting to 
all involved. I have had sites begin to fall apart within months of engagement 
whereas others are still wonderful collaborative relationships years later. There are 
even examples in the AR literature, outside of anything involving technology, that 
last decades. As milestones are met and the iterative cycle of the project continues, 
it can be easy to lose some of the drive and focus that began the project in the fi rst 
place. Thus, using moments of celebration to demark beginnings of new phases and 
endings of old ones can serve to build more collaborative teams as well as to rein-
vigorate everyone involved.  
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    Leaving the Site 

 Although AR projects tend not to begin with defi ned ending points in mind, 
 invariably the realities of the academic process and the constraints of the commu-
nity partners’ lives necessitate that the research facilitators leave the site. This time 
can be a painful one for all involved. In the worst cases, the team wishes to keep 
working together, but a change at the fi eld site has eliminated the project, the aca-
demic team has lost funding, or some other problem has befallen the project. 
However, more frequently, members of the team have begun to recognize that the 
time for the collaborative part of the project may be ending. Faculty members and 
community partners move jobs, students complete their degrees, and researchers 
may be interested in exploring different research questions that may or may not 
build on the work done at the current site. Furthermore, successful AR projects 
result in sustainable, dependable change, which can be less interesting from a 
research standpoint than the implementation of novel solutions and the study of 
changes immediately following. Thus, action researchers must be prepared to leave 
the sites and the people with whom they have become intimately intertwined, and 
their community research collaborators must also be prepared for this inevitability. 

 In AR, the goal is ultimately to create sustainable change. That is to say, once the 
research facilitators leave, the community partners should be able to maintain the 
positive changes that have been made. In many AR projects, the changes made are 
based in the creation of new policies or the changing of the old, the development of 
new programs, restructuring of staff roles, and so on. In HCI, however, AR project 
changes often include the deployment of novel technologies. In these cases, one of 
the challenges to leaving the AR site is ensuring that the technologies can be left 
behind and when left behind can be maintained. It is neither in the best interests of 
the academic researchers—who have limited resources and other commitments—
nor the community partners—who should be made to feel in power and in control 
of their own projects, particularly after the facilitators leave—for the technological 
infrastructure to continue to be maintained by the academic partners. 

 In some AR projects with which I have been engaged, such as those at hospitals 
and medical centers, IT support is already available within the organization. These 
individuals can be trained to maintain the equipment brought into the research site 
by the AR project. Of course, the request for this additional work on the part of the 
IT organization should be managed carefully as all relationships and new activities 
should be in an AR project. If possible, it may even be useful to include them on the 
project team from the beginning. 

 As an example, in one project I developed a simple mobile phone application to 
help medical clinicians implement a change in the way they monitored compliance 
with a home-based intervention. The IT support person who worked with this medi-
cal team primarily focused on more traditional enterprise issues (e.g., ensuring that 
the videoconferencing system was working before meetings, troubleshooting 
e-mail, and setting up servers). As part of the project, however, I had meetings with 
him to discuss his ideas for the phone application. He requested some changes be 
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made to the back end of the system so that he could more easily manage it, which I 
was able to make. After a few weeks of use, he no longer needed my help and had 
begun managing all parts of the system along with a nurse he had pulled into the 
process simply because she liked technology and wanted to learn more. Although 
my involvement in the project lasted for many months after this transition, when I 
did eventually leave the team, they had already become self-sustaining. 

 In other organizations, however, this solution may not be viable. For example, in 
many schools, although IT support personnel are available, they are usually already 
spread too thin and cannot easily take on additional responsibilities. In such a situ-
ation, a member of the original community partner research team or a research 
participant at the fi eld site might take on the role of champion for the project and 
volunteer to maintain the technologies moving forward. This situation can offer a 
solution to the issue of sustainable change but should be managed carefully, because 
the change in role for this individual can effect a change in status or power dynamics 
within the team. Such was the case in a school-based effort in which two teachers 
wanted to continue to use the system we had developed after we left the research 
site. One had been enthusiastic from the beginning and, though she had no formal 
training, had a particular aptitude for handling computing systems. The other had 
originally been wary of the system and only engaged with it positively towards the 
end of my involvement in the site. Ultimately, we chose to leave the equipment in 
the hands of the teacher who had always demonstrated enthusiasm and aptitude. 
This decision strained their relationship, which was already tenuous for other rea-
sons, and my relationship with the teacher who had not been chosen. Had we had 
the resources available, it would have been a better choice to provide them both with 
equipment and instruction for long-term maintenance.   

    Some Examples of AR in HCI Research 

 An early example of AR in HCI-related research—in this case, information 
 systems—can be found in Ned Kock’s AR study of communication media and 
group work (Kock,  1998 ). In this work, the researchers partnered with university-
based process improvement groups to understand how groups might begin to adopt 
a new communication medium voluntarily, even as they perceived it as highly lim-
ited. Just as action researchers have come to use more and more ICT in their solu-
tions, so too have ICT researchers begun to seriously engage AR in their work. The 
results of this confl uence of activities are present in a variety of venues, including 
venues that focus on these approaches, such as the  Journal of Community Informatics  
and  Action Research  (from Sage Journals). A recent special issue of Community 
Informatics on “Research in Action” includes multiple examples of high-quality 
AR projects that use ICT in their solutions or have access to and education about 
AR as their focus (Allen & Foth,  2011 ). For example, Carroll and colleagues 
describe their efforts to develop a community network over several years, including 
their interest in and approaches to enhancing “end-user participation in the design 
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of information technology” (Carroll et al.,  2011 ). Other venues, that are not AR 
specifi c, have also found engagement with AR to be useful and meaningful. For 
example, in 2004, MIS Quarterly devoted a special issue to AR. In this work, a 
variety of approaches were demonstrated, all resulting in high-quality research fi nd-
ings. For example, Kohli and Kettinger described a project focused on working with 
hospital management and physicians to add digital resources and tools to help man-
age complex hospital information (Kohli & Kettinger,  2004 ).  

    Closing Thoughts and My Own AR Story 

 My career as an academic and as a researcher has been heavily infl uenced by being 
a child of academics. My parents, both educational psychologists by training, took 
different career paths, but both consistently tackled projects that were personally 
meaningful, democratically constructed, and in all the best ways quite practical. My 
father has written extensively on this topic (see, e.g., Blackman, Hayes, Reeves & 
Paisley,  2002 ; Hayes, Paisley, Phelps, Pearson & Salter,  1997 ; Paisley, Bailey, 
Hayes, McMahon & Grimmett,  2010 ; Paisley, Hayes & Bailey,  1999 ), all publica-
tions I neglected to read until after my formal introduction to action research outside 
my family infl uence. 

 I fi rst formally learned about AR in May of 2005 at the Public Responsibility 
in Medicine and Research (PRIM&R) conference, a meeting meant to orient new 
members and provide continuing education for staffs and senior members of 
Institutional Review Boards (IRB). At the time, I had just joined the IRB at 
Georgia Tech as a student member, and I was in the middle of my dissertation 
work, which involved participatory research with educators of children with 
autism. I attended the AR session not because I was interested in AR per se but 
rather because the advertised talks seemed like they included research that I found 
intellectually fascinating and relevant to society’s problems: needle exchange pro-
grams and transformation of school curricula for inner-city students. After intro-
ducing the research projects, the group began a somewhat heated discussion about 
how to ensure that the federal defi nition of research—which notably requires an 
attempt at “generalizable knowledge”—included AR. The intense discussion 
about the ethics of AR, how to write and talk about local solutions in a scholarly 
manner, and challenges for AR participants were quite useful in framing my dis-
sertation work and sparked my interest in exploring the various ways an AR 
approach can be helpful in research projects. 

 My work at the time would best be described as a mix of technical and practical- 
deliberative AR, using McKernan’s framework. As a student hoping to defend a 
successful dissertation, I was inclined to present the work as measurable and know-
able, and the process of preparing a thesis proposal meant that much of the problem 
had been defi ned in advance. Schools are delicate places though, and working in 
them requires a lot of compromise, collaboration, and democratically determined 
research questions and approaches. Through my years of working with—and in 

G.R. Hayes

Gang Wang


Gang Wang




65

some cases for—the teachers who were participating in my studies, I developed a 
variety of new interests and problem statements, defi ned in the situation by the 
stakeholders and community partners who cared most. Substantial time in the fi eld 
also taught me what many researchers know instinctively: that reality is messy, 
constructed, and complex. AR handles this kind of mess quite well by acknowledg-
ing it and incorporating the knowledge to be gleaned from the mess into the scholar-
ship of the research program. Furthermore, an approach within AR that allows for 
the idea that some results may be predictive while others cannot be enables research-
ers to produce knowledge about particular situations while informing others about 
what solutions might work in other situations, a result that is both scholarly and 
practical at once. This kind of transferability does not speak well to an idea of gen-
eralizability at the level of the individual AR project. However, as theories are pro-
duced and lessons learned from these efforts, the corpus of work in the 
fi eld—alongside other research projects, whether they take an AR approach or 
not—enables a kind of generalized thinking in the form of new theoretical models 
or common frameworks for the design of solutions. 

 This chapter serves as an introduction to action research within the framework of 
“ways of knowing” for human–computer interaction researchers. My hope is that it 
will be useful to those people, who like me are focused on attempting to create real 
solutions to real problems and want to include those most affected by those prob-
lems in the design of the solutions. The approaches outlined here echo those in the 
chapters on design (Research Through Design), ethnography (Reading and 
Interpreting Ethnography), and fi eld deployments (Field Deployments: Knowing 
from Using in Context). Furthermore, action researchers can take advantage—in 
cooperation with their community partners—of a variety of the specifi c methods 
outlined in chapters here and in other research method publications. The pragmatic 
nature of AR does not require adherence to specifi c methods but is instead a way of 
knowing that refl ects an agreement of sorts that we are all in this together—researchers, 
designers, community partners, and participants—and together we can develop 
solutions to sticky problems and through these solutions learn about our world.  

    Additional Reading for Gaining Expertise in Action 
Research and Related Areas 

    Core Action Research Readings 

•     Chevalier, J.M. and Buckles, D.J. 2013.  Participatory Action Research: Theory 
and Methods.  Routledge.  

•   Greenwood, D.J. and Levin, M. 2007.  Introduction to Action Research 2e.  Sage 
Publications.  

•   Herr, K.G. and Anderson, G.L. 2005.  The Action Research Dissertation: A Guide 
for Students and Faculty.  Sage Publications.  
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•   McIntyre, A. 2007.  Participatory Action Research.  Sage Publications.  
•   McNiff, J. and Whitehead, J. 2006.  All you need to know about Action Research.  

Sage Publications.  
•   Reason, P. and Bradbury-Huang, H. (Eds.) 2007.  Handbook of Action Research: 

Participative Inquiry and Practice.  Sage Publications.  
•   Stringer, E.T. 2007.  Action Research . Sage Publications.     

    Refl ective, Collaborative, and Critical Inquiry 

•     Alvesson, M. and Sköldberg, K. 2000.  Refl exive methodology: new vistas for 
qualitative research . Sage Publications.  

•   Beebe, J. 2001.  Rapid appraisal process: an introduction . Alta Mira Press.  
•   Malhotra Bentz, V. and Shapiro, J.J. 1998 . Mindful inquiry in social research.  

Sage Publications.  
•   Bray, J., Lee, J., Smith, L., and Yorks, L. 2000.  Collaborative inquiry in practice: 

action, refl ection, and making meaning.  Sage Publications.  
•   Carr, W. and Kemmis, S. 1986.  Becoming critical: education knowledge and 

action research . The Falmer Press.  
•   Van de Ven, A.W. 2007.  Engaged Scholarship: A Guide for Organizational and 

Social Research . Oxford University Press.     

    Collaborative Design and Information Systems Research 

•     Checkland, P. 1981.  Systems thinking, systems practice . Wiley.  
•   Checkland, P. and Holwell, S. 1997.  Information, systems, and information 

 systems: making sense of the fi eld.  Wiley.  
•   Schuler, D. and Namioka, A. (Eds.) 1993.  Participatory Design: Principles and 

Practices . CRC/Lawrence Erlbaum Associates.  
•   Moore Trauth, E. (Ed.)  Qualitative research in IS: issues and trends . Idea Group 

Publishing.      

    Exercises 

     1.    Compare and contrast action research with ethnography?   
   2.    What are the negative aspects of having the participants be co-researchers in this 

endeavor?   
   3.    What are the dangers when the project ends? How can those dangers be 

mitigated?         
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        This chapter seeks to illuminate the core values driving technical research in 
human–computer interaction (HCI) and use these as a guide to understanding how it 
is typically carried out and why these approaches are appropriate to the work. HCI 
overall seeks to both understand and improve how humans interact with technology. 
Technical HCI focuses on the technology and improvement aspects of this task—it 
seeks to use technology to solve human problems and improve the world. To accom-
plish this, the fundamental activity of technical HCI is one of  invention —we seek to 
use technology to  expand what can be done  or to  fi nd how best to do things  that can 
already be done. Inventing new solutions to human problems, increasing the poten-
tial capabilities of advanced technologies, and (in a spiral fashion) enabling others to 
invent new solutions and/or apply advanced technical capabilities are all central to 
technical HCI. The ability to create new things, to mold technology (and the world), 
and to enhance what people (or technology) can do drives our fascination with tech-
nical work; hence, the core value at the heart of technical HCI is invention. 

 One way of understanding the work of technical HCI research is by contrasting 
it with other types of HCI research. In an interdisciplinary setting such as HCI, we 
often shift between disciplines that have stable and functional but potentially con-
tradictory world views. In doing so, we are confronted with the need to select and 
use (or at least appreciate, understand, and evaluate) a wide range of methods and 
with them a wide range of expectations and values. For example, different disci-
plines, such as social and cognitive psychology, design, and computer science, have 
evolved their own methods, value systems, and expectations about what constitutes 
appropriate and impactful work. Because they work well for individual disciplines, 
these expectations and values are often left somewhat unexamined within the disci-
pline itself. For a researcher to work effectively within a discipline, it is critical to 
know and heed these expectations and values (and hence be able to distinguish and 
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produce good vs. not-so-good work). But in turn it is often less critical to fully 
understand the variety of perspectives held in other disciplines. However, in an 
interdisciplinary setting like HCI, examining  why  particular methods are suited to 
particular kinds of work is important. While invention is not unique to technical 
HCI (this is also a clear component of design-oriented HCI; see Chaps. Science and 
Design and Research Through Design in HCI), this distinction does separate it from 
parts of HCI that aim to describe or understand the world through, for example, new 
discoveries about how the world works, critical theory, or models of human behav-
ior. Thus, as we lay out the expectations, values, and approaches inherent in techni-
cal HCI, we will use as a touchstone the contrast between its main activity of 
 invention  with the focus on  discovery  that typifi es some approaches to HCI research. 

 Another way of understanding technical HCI research is by contrasting it with other 
types of technical work that is not research. For our purposes,  research  can be seen as 
having  the creation of reusable knowledge  at its core. More specifi cally  technical HCI 
research  emphasizes knowledge about how to create something (invention) but also 
knowledge that might be reused to assist in the creation of a whole class of similar 
things or even multiple types of different things. For example, several decades ago 
considerable research effort went into developing ways to allow graphical user interface 
(GUI) layout to be specifi ed graphically, including the fi rst modern “interface builder” 
(Hullot,  1986 ). In contrast,  development  has at its core the creation of a particular 
thing—something we might often consider a  product . Development generally requires 
creation of knowledge, but there is no particular need that this knowledge be reusable. 
So for example, numerous similar “interface builder” tools are now available in various 
development environments. Each of these required substantial effort to create and per-
fect. But only a small part of those efforts have produced reusable concepts. 

 The distinction between research and development leads to differences in 
approach among those who practice purer versions of each. However, there is no 
clear dividing line between them. For example, development of nearly any useful 
artifact can provide knowledge about how to (or perhaps how not to) build another 
similar artifact. Further, as will be considered later in this chapter, good evaluation of 
inventive research almost always mandates some development work—the building 
of some, or all, of the thing invented. In the end, this means that research and devel-
opment activities are often intertwined and can be diffi cult to cleanly separate. Thus, 
in the second half of this chapter we describe the work of invention in HCI, focusing 
on types of impact, the essential role of development in validating any invention 
(through a proof-of-concept implementation), and other forms of validation. 

    Einstein Versus Edison: Invention as the Basis 
of Technical HCI Work 

 Activities of  invention  at their core seek to bring useful new things into the world. This 
nearly always requires knowing facts about the world and may entail pursuit of new 
discoveries if the necessary facts are not known or not known well enough. But the 
heart of invention is  changing how the world works through innovation and creation . 
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This is the core purpose and the typical passion of those who undertake activities of 
invention. In contrast, activities of  discovery  at their core seek to  develop new under-
standings of the world . To the extent that inventions play a role in these activities, they 
are in the service of discovery.   

         Photos are in the public domain   

    Note that we might have used the terms  science  and  engineering  here, rather than 
discovery and invention. In our view, discovery and invention are at once more 
descriptive and more neutral terms. Both activities are critically important to the 
success of HCI, but there is a discernible bias, at least in academic circles, towards 
science and away from engineering. We can see this by noting that we often hear 
phrases such as “Where’s the science in this?” and “That’s just engineering,” but we 
pretty much never hear “Where’s the engineering in this?” or “That’s just science.” 
In fact “science” is often misused as a synonym for “rigorous” or just “good work” 
irrespective of whether the work is actually scientifi c in nature. On the other hand, 
both discovery and invention can confer great benefi ts to society, and as such both 
have been honored. We can see this by noting that exemplars such as Einstein and 
Edison are both held in high regard in many societies. 

 There are many similarities in the work of discovery and invention but also some 
key differences. These have to do with the underlying values and goals of each type 
of work, specifi cally what constitutes how work in the fi eld moves forward and what 
constitutes a trustworthy and valuable result. 

    Differences in How Fields Move Forward 

 Activities of discovery can have a variety of aims, including generating rich, 
 empirically based descriptions, and creating new theoretical understandings 
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(see Chaps. Reading and Interpreting Ethnography and Grounded Theory Method, 
this volume). Once articulated, theories typically form  framing truths  that establish 
a context for the work. The work of discovery often proceeds by elaborating and 
refi ning these framing truths to progress towards improved understandings. An ini-
tial theory that explains the most easily observable facts may be refi ned to explain 
more phenomena or to be more predictive. This progression requires developing 
and testing competing ideas (which might both be consistent with a framing theory). 
For example, both Newtonian and Einsteinian notions of gravity explain everyday 
objects falling to earth, and even the motion of planets, quite well. Only when we 
consider fi ner and more diffi cult-to-observe phenomena does one clearly improve 
on the other. As another example, the speed and accuracy of directed reaching 
movements are well described in one dimension by Fitts’ law    (Fitts,  1954 ). However, 
this theory has various limits (for example, when applied to 2D targets of arbitrary 
shape). Newer theories, for example those based on the microstructure of move-
ments (see Meyer,  1990 ), provide a more detailed account of the same phenomena 
and allow us to overcome some of these limitations (see for example, Grossman & 
Balakrishnan,  2005b ; Grossman, Kong, & Balakrishnan,  2007 ). 

 In contrast, activities of invention almost always progress towards the creation of 
new or better things but not necessarily through refi nement. Normally we invent by 
combining a set of things we already understand how to create into larger, more 
complex, or more capable things that did not previously exist. The early phonograph 
for example made use of existing concepts such as a mechanism for rotary motion at 
a carefully controlled rate and the use of a horn shape for directing sound and com-
bined these with a new method for recording and reproducing small vibrations with 
a needle in a trace scored in a tinfoil sheet. Similarly, in an HCI context the fi rst 
graphical interfaces (Sutherland,  1963 ) were created using existing input and display 
devices (a light pen, buttons, rotary input knobs, and a random dot CRT) along with 
new concepts expressed in software to create (among other pioneering advances) the 
ability of users to manipulate objects displayed graphically by pointing at them. In 
both inventions each of the detailed precursors was combined to create a much more 
complex and functional whole based on these smaller and simpler parts. In some 
cases, activities of invention may start with a larger truth (about something that 
 should  be possible), but the detailed process of invention still typically depends on 
the combining of smaller or simpler parts into a larger and more complex whole. 
Hence, in contrast to discovery, as we progress in invention we are not necessarily 
refi ning a framing truth. In fact, our understanding can sometimes actually decrease 
because we are creating more complex things that are less well understood than the 
simpler things they are made of. However, the things created are more  capable —they 
do more or better things in the world—and this is the core of inventive progress.  

    Differences in What Makes a Result Valuable and Trustworthy 

 In discovery work, the properties of valuable and trustworthy results are intertwined. Core 
values in discovery work include increasing understanding (e.g., of new phenomena) or 
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understanding in more powerful ways (e.g., more profoundly or in some cases 
 predictively). But the desire to  know  and have confi dence in results makes the details 
and reliability of the methods used to reach a result of central importance (what 
Gaver calls “epistemological accountability” in Chap. Science and Design). In 
some sense, the methods used to obtain a result are part of the result. The assertion 
of an understanding about the world cannot stand on its own; it is necessary to know 
about the method (or in some perspectives, the person; see Chap. Reading and 
Interpreting Ethnography). 

 The need for high confi dence in results drives the familiar tactic of isolating and 
testing a small number of variables—often just one or two—in an attempt to sepa-
rate their effects from other confounds. This tactic achieves increased trustworthi-
ness at the cost of focusing on less complex circumstances. As a result, a study that 
tests a theory in a specifi c context may only be able to make claims about a narrow 
slice of reality. This can make it hard to generalize to more complex, real-world set-
tings without replicating the study in many different but similar settings to be sure 
that the underlying theory is robust across changing circumstances. To be sure, 
some forms of discovery grapple more directly with complexities of the real world 
(see many chapters herein), but confi dence in the results, building consensus, and 
causal attribution can be more diffi cult. 

 Invention, in contrast, privileges the value of creating something that has the 
potential for practical impact. To improve practicality, inventions are most valued if 
they work within the full complexity of the world around us. In fact, in many cases, 
if we limit the scope of work to very controlled situations (e.g., with only one or two 
degrees of freedom), it can easily  destroy  the value of the work. Often we start with 
specifi cs and use them to create something that has multiple uses. Indeed to the 
extent it is possible to apply the result (the invention) in multiple domains it may be 
considered more valuable. 

 For invention, the goodness of a result is a property of the concept invented. The 
properties of the thing invented generally stand alone and can be understood and 
evaluated independently of the particular methods used in the inventive process. It 
might be that the inventors came up with their result by means of an arduous pro-
cess of testing many alternatives, or it might be that the concept came to them in a 
dream the night before. However, if both paths lead to the same invention, it is 
equally good. The trustworthiness of an inventive result depends on an examination 
of the thing that was invented (almost always through consideration of an imple-
mentation of it).   

    The Work of Invention in Technical HCI 

 We have shown that invention can be seen as an activity that creates artifacts that 
can solve problems in the world and that the things that make a result trustworthy 
and valuable differ between activities of invention and discovery. In this section we 
explore the process of invention, focusing on key aspects of technical HCI research. 
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Our focus in this section is not on the creative process per say, but rather on the 
directions from which one might approach invention. 

 We begin by reviewing the types of contributions typically found in technical 
HCI research (direct creation and enabling research). Next we review approaches to 
concept creation, followed by proof-of-concept implementations, the core form of 
validation for invention. This form of validation is a crucial and inseparable part of 
the process of concept creation. However, while building takes on a central role, 
additional validations may help to show the specifi c impacts of different types of 
technical contributions. We then present a review of these types of secondary vali-
dations. Thus we might well break up the work of inventive research into three parts 
rather than two: concept creation, proof-of-concept implementation, and (addi-
tional) validation.  

    Types of Contributions 

 The contributions that can be made by inventive HCI research can come in a number 
of forms. Many of them might be summed up at the highest level as supporting the 
invention of things that meet human needs. This can in turn be separated into at least 
two overall categories:  direct creation  of things meeting human needs and develop-
ment of things that  enable  further invention. 

  Direct creation  is most straightforward. This might involve creation of some-
thing that improves some aspect of a long-standing goal such as supporting collab-
orative work at a distance (Engelbart & English,  1968 ; Ishii, Kobayashi, & Arita, 
 1994 ) or selecting items on a screen more quickly (Sutherland,  1963 ;    Grossman & 
Balakrishnan,  2005a ); that introduces a new capability such as interacting with wall 
displays that are larger than the reach of a person’s arms (Khan et al.,  2004 ; 
Shoemaker, Tang, & Booth,  2007 ); or that brings a capability to a new user popula-
tion such as photography by the blind (Jayant, Ji, White, & Bigham,  2011 ). 

  Enabling research  on the other hand is more indirect. It has as a goal not directly 
addressing an end-user need, but rather to enable others to address a need by making 
it possible, easier, or less expensive for future inventive work to do so. Enabling 
research can also come in a number of forms. These include development of tools, 
systems, and basic capabilities. 

  Tools  generally seek to make it much easier to create a certain class of things. 
Tools normally do not directly meet end-user needs. Instead, they act indirectly by 
enabling developers to quickly and easily meet end-user needs or to construct com-
plex and functional artifacts. For example, through extensive UI tools research in 
the 1980s (such as Buxton, Lamb, Sherman, & Smith,  1983 , Cardelli,  1988 ), speci-
fying the appearance and basic functioning of a GUI is now a simple enough matter 
that it can often be done by those with only minimal programming ability. Tools 
also often bring a benefi t of making it practical to create a broader set of things. For 
example, subArctic (Hudson, Mankoff, & Smith,  2005 ) and Amulet (Myers et al., 
 1997 ) are GUI toolkits that provide high-level abstractions that make it much easier 
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to build interactive systems. Tools may not provide any new capabilities at all, but 
instead make existing capabilities much more accessible or useful for developers 
(see threshold and ceiling effects, below). 

  Systems  bring together a set of capabilities into a single working whole—often 
providing abstractions that make these capabilities more useful, more manageable, 
and/or easier to deploy or reuse. For example, the input handling abstractions in the 
Garnet toolkit (Myer,  1990 ) made use of fi nite state machines for controlling inter-
action as many systems do—something already widely used. However, it provided 
a new highly parameterized abstraction of that concept which made it much easier 
for developers to use. Systems also sometimes bring together a disparate set of 
capabilities that has not been combined before or combine capabilities in new ways 
that make them more useful. As an example, every major operating system today 
includes a subsystem specifi cally for handling overlapping windows, which pro-
vides basic input and output capability on a single set of devices that can be shared 
by many programs. 

  Basic capabilities : Another enabling contribution is an advance on a specifi c and 
diffi cult problem that is holding up progress in a problem domain. The advance 
made may be very narrow but have value in the breadth of the things it enables. By 
creating new or improved algorithms, new circuits, or new sensors, we can enable a 
range of new inventions. Examples of HCI-relevant basic capacities that have been 
introduced, e.g., to modern operating systems include input device drivers, event 
modeling (providing an abstraction that describes user input in a device- independent 
fashion), and graphics systems (which provide an abstraction for displaying images 
on a screen; typically one that can be transparently translated into a range of fast 
graphics hardware). In another example, algorithms for face recognition and track-
ing that were able to operate at frame rate (Viola & Jones,  2001 ) enabled a range of 
new capabilities such as digital cameras that automatically focus on faces, thus 
producing better photography by average consumers with no additional effort on 
their part. 

 Finally, it is important to note that enabling research also often takes the form of 
 importing  and  adapting  advances made in other technical areas and putting them to 
use for new purposes. In some respects this might not be considered invention per se. 
However, it surely must be considered a research advance, as in the modern world 
substantial progress is made in exactly this fashion—an idea or a concept originally 
created in one research domain is fi rst imported, and then typically adapted, for use 
in others. For example, fi nite-state automata are now heavily used in implementing 
interaction techniques. This concept was fi rst introduced for HCI use by Newman 
( 1968 ). However, Newman clearly did not invent fi nite-state automata (they were 
originally devised to model neuronal activity (McCulloch & Pitts,  1943 )    and subse-
quently used in many other ways). Nonetheless, the idea has been of great benefi t in 
user interface implementation and has since been built on and improved upon 
numerous times (Wasserman,  1985 ; Jacob,  1986 ; Appert & Beaudouin-Lafon, 
 2008 ; Schwarz, Mankoff, & Hudson,  2011 ). As such this importing and adaptation 
of a powerful technique can have great value and so must be considered a contribu-
tion in its own right. 
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    Approaches to Concept Creation 

 It is extremely diffi cult to put one’s fi nger on the best approach to inventing a new 
concept. However, there are some strategies that have been shown to be productive 
in our experience. One of the most frequent outcomes of inventive work in HCI is 
to devise a new way to bridge between technical capabilities and human needs. This 
simple framing points the way to some of the most common strategies for develop-
ing technical contributions. A researcher can start from an observed human need 
and seek to fi nd a technical approach that can make a positive impact on the need. 
This approach often leads one to specialize in one or more application areas, learn-
ing more and more about the details of human needs in that area. For example, 
systems supporting special-needs populations such as elder care (see for example 
Mynatt, Essa, & Rogers,  2000 ; Mynatt, Rowan, Craighill, & Jacobs,  2001 ) have 
often taken this approach. A researcher may do discovery-based work to better 
understand these needs (and human properties that impact them) and then seek 
(mostly existing) technological capabilities that might be used to meet these needs. 

 Within this general framework, one can also work from the technology side: a 
researcher may specialize in one or more areas of useful or promising technology—
learning a substantial amount about how they work (and/or where their weaknesses 
lie), and extending and improving them, and then seeking to fi nd existing human 
needs that the technology might have a positive impact on. For example Shwetak 
Patel and his colleagues have produced several related types of sensors that work by 
observing changes in the noise found on household power lines (see Patel, 
Robertson, Kientz, Reynolds, & Abowd,  2007 ; Cohn, Morris, Patel, & Tan,  2011 ; 
Gupta, Chen, Reynolds, & Patel,  2011 ). This work was undertaken not because of 
a human need but because of a new technological opportunity that the researchers 
have considerable expertise with (the ability to rapidly analyze and classify minute 
variations in “noise” as an intentional signal). Initially, the research was used to 
sense the location of people within the home, but the researchers also developed the 
capability to sense appliance use and then simple gestures. These potentially very 
useful sensing capabilities could be installed simply by plugging a device in (as 
opposed to hiring an electrician). Thus, as it happened, the resulting product was 
able to meet several human needs, once it was packaged in an easily deployable box 
and tied to applications of interest. 

 This type of technology-fi rst approach has developed a bad reputation within the 
HCI research community. Historically, researchers coming from technological dis-
ciplines have not always matched their emphasis on progress in the technology with 
careful attention to true human needs. However, if inventions are in the end really 
valued in proportion to their positive effect on human needs, then it does not funda-
mentally matter whether a technology-driven or a needs-driven approach was driv-
ing the effort to meet those needs. Not only that, technology is currently changing 
very quickly, while human needs are changing relatively slowly. Indeed, technology 
is becoming pervasive so rapidly that it is beginning to drive change in human 
needs. Also, invention that focuses ahead of the technology curve is more likely to 
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be relevant in the 5–10-year horizon that matters in research. These factors combine 
to make technology-fi rst invention an effective way to build bridges between tech-
nology and human needs. 

 Of course, in practice good researchers often do not limit themselves to either 
pure needs-fi rst or technology-fi rst approaches. Instead a common approach is to 
study (or simply stay informed about) the properties of people and the progress in 
meeting needs within a few application areas and at the same time carefully track 
progress in a range of potentially useful technologies, searching for new things that 
might meet outstanding needs. This points to another important property of inven-
tive work—that progress is very often made not by conceiving of entirely new 
things but instead by  recognizing  that innovations might be used in additional ways 
and adapting or combining them to meet existing needs. While we often think of 
invention at its heart as the conception of new things, in fact it much more often 
involves recognition of new possibilities within already invented things or enabled 
by new combinations of things (followed in many cases by some adaptation). For 
example, low-cost MEMS-based accelerometers were originally marketed in large 
part to support the deployment of airbags in automobiles. But once these devices 
became available, they were adapted for HCI use. First they were used for exploring 
the use of tilt as a general form of input (Harrison, Fishkin, Gujar, Mochon, & Want, 
 1998 ). This in turn was adapted in additional research on the use of sensors in 
mobile devices to support landscape/portrait display orientation switching (Hinckley, 
Pierce, Sinclair, & Horvitz,  2000 ), which was in turn adopted with small modifi ca-
tions in most current smartphone and tablet interfaces. 

 In addition to bridging between technology and needs, another typical strategy 
for making progress is to seek out particular roadblocks to advancement and focus 
specifi cally on those. This strategy typically involves carefully tracking progress in 
some application or technological area, analyzing what the roadblocks to progress 
or limitations of current solutions are, and then producing concepts targeted specifi -
cally at these roadblocks. This approach can often be more indirect—it does not 
seek to directly impact a human need but instead enables something else that 
 (eventually) will. For example, the authors’ joint work on tools and techniques for 
dealing with uncertainty (   Mankoff, Hudson, & Abowd,  2000a ,  2000b ; Schwarz, 
Hudson, & Mankoff,  2010b ) arose in part from the diffi culty of building a specifi c 
recognition- based interface to address the need of people with certain disabilities to 
use something other than the keyboard and mouse for computer input. Tools are a 
common outcome of this paradigm.  

    Validation Through Building of Proof-of-Concept 
Implementations 

 When we consider validation of an invented concept there are many criteria with 
which we might judge it. However, most fundamental is the question of “does it 
work?”. A concept can have many good properties, but unless and until it can be 
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realized in a form that actually functions, none of those properties matter very 
much. Further, experience with invented concepts shows that many ideas that seem 
excellent at the early point we might call  on paper  fail in the details that they must 
confront during implementation. That is, there are one or more seemingly small or 
hidden details that end up becoming a major obstacle to practical implementation of 
the concept. Most small details are relatively unimportant. However, some details 
can end up critically important, and experience has clearly shown that it is very dif-
fi cult to segregate the critical from the trivial details in advance. This diffi culty leads 
to the most fundamental of validation approaches for inventive work:  proof-of- 
concept implementation . Because of the diffi culty of uncovering critical details, 
experienced inventors do not put much credence in an idea until it has been at least 
partly implemented; in short:  you do not believe it until it has been built . 

 The centrality of proof-of-concept implementations as a validation mechanism is 
so strong that the evolved value system gives  building  a central role. Even a really 
strong user study or other empirical evaluation cannot improve a mediocre concept 
(or tell us how good an invention it is). In contrast, a proof-of-concept implementa-
tion is a critical form of validation because an invented concept is not normally 
trusted to be more than mediocre without an implementation. 

 While the creation of concepts is arguably the most important aspect of inven-
tion, proof-of-concept implementations typically consume the most time and effort 
in inventive work. Building things is typically hard, so hard that it is often impracti-
cal to build a complete implementation of a candidate concept. This should not be 
surprising since it is not uncommon to spend millions of dollars and years of time 
on the development of a signifi cant real-world product. However, it makes little 
sense to expend the resources necessary to create a complete implementation of a 
concept before much is known about how well, or even whether, it might work. 
Hence, in research most proof-of-concept implementations are compromises that 
implement some of the critical aspects of an idea but do not necessarily consider all 
the different factors that must be addressed for a full complete product. Such a com-
promise seeks to maximize the knowledge gained while working within appropriate 
constraints on the resources required for building. 

    Questions Proof-of-Concept Implementations Answer 

 Proof-of-concept implementations normally seek to elicit particular types of knowl-
edge. This knowledge most often starts with some variation on the basic question of 
“does it work?”. However, we often end up asking “does it work well enough?”. 
How we choose to defi ne “well enough” in turn has a strong impact on the type and 
extent of implementation we undertake. Sometimes we are looking for evidence 
indicating that the concept offers some advantage over existing solutions to the 
same problem. For example there were a number of promising input devices for 
pointing at displays devised before the mouse (English, Engelbart, & Berman, 
 1967 ), but the mouse was found to be a particularly good pointing device compared 
to its competitors (Card, English, & Burr,  1978 ). Sometimes, particularly when 
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creating a completely new capability or overcoming a critical stumbling block, we 
are only looking for evidence that the concept works at a minimal level (but perhaps 
shows promise to be improved). An example is our exploration of the value of cords 
as an input device (Schwarz, Harrison, Hudson, & Mankoff,  2010a ). Sometimes we 
require information about accuracy, accessibility, or effectiveness of the technical 
concepts with respect to end users of some type, in which case a certain level of 
robustness may be required. 

 The question of “does it work (well enough)?” is also complicated by the fact 
that the inventions most valued are often those that are most robust to the widely 
varying conditions of the real world. Similarly, for tools, we ask which ones enable 
the widest range of other things to be created, potentially even unanticipated ones. 
So the question almost always also starts to shift into one of “in what circumstances 
does it work?”. Finally, even when a system does not work well, we may still learn 
something useful if there is enough promise that the concept might be made to work 
and we uncover information about what problems need to be overcome. 

 Overall, the knowledge we seek to elicit through an implementation tends to be 
rich and varied. Correspondingly, as described in the next section, the types of 
implementation approaches seen in typical practice also tend to take on a wide 
variety of forms and approaches (and none really dominates). There are many dif-
ferent implementation platforms that may be used, ranging from scripting or pro-
totyping platforms not normally suitable for production use to “industrial strength” 
platforms of the same type that might be used for a fi nal implementation. Similarly, 
implementations may consider only a very narrow range of function—only that 
which is new or what is strictly necessary to demonstrate the concept alone—or 
may include a richer set of functions necessary to make use of it in more realistic 
settings. In the end, to be suffi cient, a proof-of-concept implementation needs to 
be complete enough to answer both the basic questions of “does it work (well 
enough, etc.)?” and any set of additional questions that we might wish to ask in an 
extended evaluation.  

    Types of Proof-of-Concept Implementations 

 Many proof-of-concept implementations take a form that can best be described as a 
 demonstration . To succeed, that demonstration must illustrate the worth of the 
invention and in many cases motivate why it should be considered a success. 
Demonstrations fall along a rough scale of completeness or robustness. As used in 
the HCI research community, the presentation form of a demonstration is an indirect 
measure of its robustness, ordered below from the least to the most robust:

•    Description in prose  
•   Presentation through photos (or screen dumps) showing the invention working  
•   Video showing the invention in use  
•   Live demonstration by the inventors  
•   Testing of properties with users  
•   Deployment to others to use independently    
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 Presentation type works as a rough surrogate indicator because as we progress 
along this scale, more and more robustness or completeness is required to ade-
quately present it (in part because the circumstances become less and less controlled 
or more open and arbitrary). 

 While higher levels of robustness or completeness clearly provide improved evi-
dence about the quality of the invention, progression along this scale also involves 
dramatically increased levels of effort and resources. For example, deployment for 
widespread use can require a level of completeness nearly identical to a full product. 
(see Chap. Field Deployments: Knowing from Using in Context, this volume.) This 
often brings with it a need for development efforts that touch on many things not 
particularly relevant to evaluating the invention in question. Yet this extremely high 
level of effort may provide only a small increment in additional knowledge. In fact 
in the worst case, a high-end demonstration involving something like a deployment 
can even introduce enough confounds unrelated to the core invention that it actually 
obscures our understanding of it. For example, a deployment may fare very poorly 
with end users, but this might be due to factors completely unrelated to the worth of 
the core invention. 

 For example, suppose we have invented a way to help people who are deaf to fi nd 
out about the content of ambient sounds in their environment (e.g., Matthews, Fong, 
Ho-Ching, & Mankoff,  2006 ). This piece of work, originally completed in 2004, 
depended on a human to transcribe audio that was shipped to them at the request of 
a participant who pressed a “What happened?” button on their mobile phone. At the 
time, technologies that would make this easy to implement today were not avail-
able: smartphones were just beginning to be available (but Android and the iPhone 
were not), Mechanical Turk was less than a year old, speech recognition could only 
function in constrained environments, and non-speech audio was not easily recog-
nized. Our “deployment” lasted only a few weeks and required of users that they 
deal with cellular network wait times of up to 9 h and depend on a single human 
transcriber who was only available for a limited set of hours each day. From a tech-
nical perspective,  all of these barriers were peripheral to the invention itself.  

 Our validation consisted of our proof-of-concept implementation and was (in 
this case) enhanced by some data on places and ways in which the technology was 
used by users who were willing to put up with the other diffi culties. At the time, 
nothing similar existed, so the appropriate goal for the work was to answer the 
question “can we do this at all?”. Our study also answered some questions about 
“what sounds need to be recognized to automate this?” (such as emotion, non-
speech audio) and in the process answered some questions about “where might 
people use this?” though the last contribution was not strictly necessary for the 
work to make a technical contribution. In the six years since the work was pub-
lished all but one (the recognition of non-speech audio) have been “solved.” Thus, 
similar work done more recently has pushed much further on raising the ceiling for 
what can be done. An example is VizWiz (Bigham et al.,  2010 ) that introduced a 
new way to use crowd workers to increase the speed of real-time image interpreta-
tion for the blind, and Legion Scribe (Lasecki, Miller, Kushalnagar, & Bigham, 
 2013 ), which made further advances to enable real-time captioning of videos. 
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However, from a technical HCI perspective, the value of the invention was clear 
(and publishable) irrespective of these diffi culties. 

 As a result, it is critical to fi nd an appropriate trade-off between robustness and 
completeness compared to the cost and effort necessary to create such an implemen-
tation. If we were to insist that each invention has the most robust implementation 
before we could trust its worth enough to build on it, progress in the fi eld would be 
dramatically reduced—we would spend our time creating many fewer things and so 
decrease our ability to learn from, and build on, the previous efforts.  

    Alternatives to Proof-of-Concept Implementations 

 Although proof-of-concept implementations at some level are considered necessary 
as a basic validation, there are times when they are either not appropriate or not pos-
sible. For example, one less common way to make a contribution is to categorize or 
organize prior work in an area in a way that places it in a much more understandable 
light. This includes for example creating a useful taxonomy for a body of work, 
such as the design space of input devices put forth by Card and Mackinlay ( 1990 ). 
While this does not involve the creation of any new invention per se, it requires the 
creation of a conceptual framework of new organizing principles. Such a framework 
may highlight properties that have not been combined or identify areas that have not 
been explored. For example, our review of approaches to handling uncertainty in 
user input (such as touch screen input or gestural input) breaks uncertainty down 
into target uncertainty (where did the user click or what did he or she intend to inter-
act with), recognition uncertainty (what interaction type is indicated) and segmenta-
tion uncertainty (where did an input begin and end) (   Mankoff, Hudson, & Abowd, 
 2000a ,  2000b ). By viewing related work through the lens of different types of 
uncertainty, we can see that very few if any researchers have addressed segmenta-
tion uncertainty in the same depth that other forms of uncertainty have been 
addressed. Observations such as these can point to areas that are “ripe” for new 
work and thus make it easier to invent new things. 

 Another occasion when proof-of-concept implementations are less viable is when 
a concept requires something beyond the current state of the art to realize. While we 
might consider such concepts impractical and discard them, they can be very valu-
able contributions. For example, imagine an application that requires two problems 
to be solved (such as more accurate eye tracking in real-world contexts and more 
robust registration of the user’s head position with the world). It may be possible to 
make progress in one area (more robust registration, say) while waiting for progress 
in the other. Similarly, we may want to demonstrate the high value in terms of unre-
alized applications of a currently unsolved problem as motivation for others to direct 
their attention and resources to solving it. Because of the value of being able to 
consider concepts seemingly beyond the present capability, the community has 
developed several approaches to learning about the properties of these concepts. 
These include  buying a time machine ,  Wizard of Oz  approaches, and  simulation . 
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   Buying a Time Machine 

 One approach to working beyond the state of the art is what is sometimes called 
 buying a time machine . This approach involves spending a comparatively large 
sum of money or other resources—a sum too large to be justifi ed for a real prod-
uct of the same type—to get access now to technology that we can expect to be 
much more affordable and/or practical in the future. For example, we might be 
able to explore the capabilities of a future home vacuum-cleaning robot with very 
sophisticated vision processing by implementing the vision processing on a rented 
high-end supercomputer that communicates with the robot wirelessly. It is not 
currently practical to put a supercomputer in a vacuum cleaner, but the exponen-
tial growth of computing power described by Moore’s law makes it reasonable to 
assume that the equivalent computing power will be available in a single-chip 
computer in the future. 

 Unfortunately, in the area of general-purpose computing, it is harder to  buy a 
time machine  today than it has been in the past. For example, in the middle of 1980s 
technical HCI researchers could employ what were then high-end workstations that 
performed 10 or even 100 times faster than typical consumer products of the era. 
This allowed them to explore the properties of systems that would not be widely 
practical for consumers for another 5–10 years. However, because of changes in the 
market for personal computers, it is not that easy to leap ahead of the “average” 
system today. On the other hand, advanced systems today are incredibly capable 
and diverse in comparison to past systems. Additionally, today’s researchers may 
exploit graphic processing units (GPUs), create custom electronic circuits, or use 
(currently) more expensive fabrication techniques such as 3D printing to explore 
concepts. Each of these technologies allows us to make use of technologies that will 
likely be more practical and ubiquitous in the future but also currently comes at a 
cost in terms of requiring specialized skills or approaches.  

   Wizard of Oz Prototyping 

  Wizard of Oz  prototyping involves simulating advanced capabilities by means of a 
hidden human who performs actions that a future system might be able to provide 
autonomously. This method was originally developed to explore user interface 
aspects of natural language understanding systems that could not yet be built in 
order to inform how such a system should be structured (Kelley,  1983 ,  1984 ). The 
Wizard of Oz approach clearly has some substantial advantages, both for exploring 
currently unattainable capabilities and simply for more rapidly and inexpensively 
simulating attainable ones. However, care must be taken to limit the wizard to an 
appropriate set of actions and to understand the effects that differences such as 
slower response times might have.  
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   Simulation 

 A fi nal way in which we might explore concepts that are impractical or impossible 
to build is to make use of simulation. This can take the form of simulating some or 
all of a system or of providing simulated rather than actual input data. A related set 
of techniques has recently emerged in the form of  crowdsourcing  (see Chap. 
Crowdsourcing in HCI Research, this volume), wherein large numbers of human 
workers recruited by services such as Amazon’s Mechanical Turk can provide 
forms of  human computation  (simulating what otherwise might be computed by a 
machine). Interestingly, recent research shows that it may be possible not only to 
temporarily substitute human computation for future parts of a system but also to 
consider using crowdsourcing techniques as a part of a deployed system (Bernstein 
et al.,  2010 ; Bernstein, Brandt, Miller, & Karger,  2011 ).    

    Secondary Forms of Validation 

 Beyond the central questions surrounding “(In what circumstances) does it work (well 
enough)?” there are a wide range of other criteria by which we can validate invention 
in HCI. These follow a set of properties that the community often sees as valuable. 

    Validations of Inventions Providing Direct Value for Human Needs 

 For inventions that are providing a direct contribution, we value creating an artifact 
that meets a stated human need. These needs are often met by creating a new capa-
bility or by speeding or otherwise improving a current capability. Perhaps the most 
common evaluation methods we see employed to demonstrate this are usability 
tests, human and machine performance tests, and what we will call expert judgment 
and the prima facie case. Although these are not universally appropriate, they are 
the most common in the literature. 

   Usability Tests 

 Because of the current and historical importance of usability and related properties 
as a central factor in the  practice  of HCI, usability tests of various sorts have been 
very widely used in HCI work and are the most recognizable of evaluation methods 
across the fi eld. In fact the authors have frequently heard the assertion among stu-
dents and other beginning HCI researchers that “you can’t get a paper into CHI 1  
without a user test!” 

1   The ACM SIGCHI Conference on Human Factors in Computing Systems , which is the largest HCI 
conference and seen by many as the most prestigious publication venue for HCI work. 
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 This assertion is demonstrably false. An invention must be validated, but valida-
tion can take many forms. Even if a usability test shows that an invention is easy to 
use, it may not be very impactful. Its ability to be modifi ed, extended, or applied to 
a different purpose may be much more important than its usability. Additionally, 
while user-centered methods may help with iterative design of a product, for the 
actual act of inventing—the conception of a new thing—usability tests offer rela-
tively little assistance. However, usability testing (and other user-centered methods) 
does represent a bias of the community at large, particularly when results are going 
to be presented to, or evaluated by, a wide audience within our diverse fi eld. This is 
likely true because they are one of the few evaluation methods with which every 
HCI researcher is sure to be familiar with. 

 On the other hand, usability tests are clearly appropriate when they match the 
properties of a research advance. Any research that puts forward an artifact or a 
system intended to provide improvements in usability, user experience, etc. clearly 
needs to present evidence that this is the case. There are a range of widely employed 
methods for doing this. Not all inventive research seeks to improve on user-centered 
properties. Indeed, it is critically important that we do not push for all or even most 
inventive research to aim mainly at these goals. If we were to do that, the fi eld would 
suffer substantially because in early stages of work on a new type of artifact we 
must often fi rst get past the questions such as “can we do this at all?” and “what 
capabilities are most important?” before considering whether something is useful/
usable/desirable/etc.   

   Photo in the right is copyright  ©  1997  by Steven Feiner (used with permission). Photos in the left 
are ( top ) “New York Times on iPhone 3GS” by Robert Scoble,   http://www.fl ickr.com/photos/sco-
bleizer/4697192856    , and ( bottom ) “Details of Google Glass” by Antonio Zugaldia,   http://www.
fl ickr.com/photos/azugaldia/7457645618/    , both published under a Creative Commons Attribution 
2.0 Generic License       
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   In short, as illustrated in the fi gure above, it is often necessary to pass through 
decidedly non-usable stages to create the technology necessary to make something 
that in the end delivers a great user experience.  

   Human Performance Tests 

 Another very widely used class of evaluation methods involves measuring the per-
formance of typical users on some set of tasks. These tests are most applicable when 
goals for results revolve around a small set of well-defi ned tasks. Work in interac-
tion techniques is one of the few areas where this type of validation is consistently 
appropriate. Because some interactive tasks recur frequently, this is also one of the 
few areas where at least some consistent and reusable measures have emerged. In 
particular, measurement of pointing performance within a Fitts’ law framework 
(e.g., determining Fitts’ law coeffi cients for devices and interaction techniques) is 
common because pointing and selection tasks are fundamental to many interactive 
systems ( MacKenzie,  1992 ; Wobbrock, Cutrell, Harada, & MacKenzie,  2008 ). 
Similarly measures of effi ciency in text entry such as keystrokes per character 
(Mackenzie,  2002 ) have become well developed because text entry is a common 
task that has received considerable inventive attention. 

 One danger in using this kind of evaluation is that human performance tests are 
easiest to apply to narrow and well-defi ned tasks and generally seen as most valid 
when they are carefully controlled. Unfortunately, this leads away from the values 
of wide applicability of results (e.g., an invention useful for a wide range of tasks) 
and so can be in confl ict with other properties of interest for inventive HCI research. 
Instead of looking for statistically signifi cant improvements, it is important to focus 
on practical signifi cance (effect size), and unfortunately there are no simple or 
widely accepted criteria for that. So while human performance tests are widely 
accepted and understood by the community, without care they can be much less 
useful than their popularity might indicate. (See Chapter on Experimental Research 
in HCI, this volume.)  

   Machine Performance Tests 

 Tests can also be done to measure the performance of an artifact or an algorithm 
rather than the person who uses it. These can be very practical in providing informa-
tion about the technical performance of a result such as expected speed, storage 
usage, and power consumption. These measures resemble the validation measures 
commonly used in other domains such as systems research in computer science. It 
is often considered valid to  simulate  use across a range of conditions to generate 
such measures. Although this may be indirect and lack real-world validity, such 
tests of technical performance can in turn point to likely effects on end users such 
as expected response times or battery life of a device. Similarly, tests could indicate 
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properties such as “ runs at frame rate  2 ” that may indicate that the part of the system 
being tested is unlikely to be a bottleneck in overall performance, thus telling the 
researcher that it may be appropriate to turn to improving other parts of the system 
in the future.  

   Expert Judgment and the Prima Facie Case 

 Properties such as innovation and inspiration are of substantial value for many 
research results. Opening new areas others had not considered before and providing 
a motivated basis for others to build within them are central to progress within the 
community. However, these factors are extremely hard if not impossible to measure 
in any standardized way. For these important but more nebulous properties we most 
typically must rely on what amounts to expert opinion—whether the result impresses 
other researchers experienced in the area. This is often done with demonstrations 
and/or scenarios that are intended to present a prima facie case for innovation and/
or inspiration. In essence these are intended to elicit a reaction of “Wow, that’s 
cool!” from experts who know the area well and can informally compare it to the 
state of the art. Such a reaction is a rapid and informal but an experienced-based 
assessment that the work has important properties such as advancing the state of the 
art, opening up new possibilities, or taking a fresh approach to an established prob-
lem. For example, inventions may open a new area that had not been conceived of 
before (such as inspiring large numbers of people to do small bits of useful work by 
playing a game, see von Ahn & Dabbish,  2008 ) or take a substantially different 
approach to a problem that many others have worked on (such as recognizing activi-
ties in a home by listening to water pipes and electrical noise in the basement 
(Fogarty, Au, & Hudson,  2006 ; Patel et al.,  2007 ) or identifying people based on 
recognizing their shoes, see    Augsten et al.,  2010 ). 

 Clearly this type of validation has problems. It is very dependent on the subjec-
tive opinion of experts (most notably reviewers of papers seeking to publish the 
results) and as such is not very reliable or repeatable. Applying validations of this 
form to activities of discovery would normally be unacceptable. But in activities of 
invention where we usually must deal with the uncontrolled complexity of the 
world, and often seek the widest circumstances for applicability, we are almost 
never able to know everything we need to know with certainty. As a result follow-on 
work tends not to make strong assumptions about the applicability of past validation 
to current circumstances. This means that the uncertainty associated with this type 
of validation can be more acceptable and less damaging if it turns out to be wrong. 

 Validation of this form is seen fairly widely in practice—things are valued based 
on informal assessment of their level of innovation and inspiration by experts, in 
colloquial terms things treated as having value in part because “they seem cool” to 

2   This is the rate of display refresh (which is typically 50 or 60 times per second in order to avoid 
perceived fl icker). This rate is of particular interest because even if internal updates to visual mate-
rial occur faster than this, they will still never be presented to the user any faster than this. 
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those with experience in similar work. However, the uncertain properties of this 
approach make reliance on this type of validation alone a rather risky and unpredict-
able approach, both for the inventor seeking acceptance of a single invention and the 
fi eld in making progress overall. To overcome this, most inventions that are vali-
dated in this way often seek to provide additional forms of validation (starting with 
proof-of-concept implementations).   

    Validations of Tools That Have Indirect Impact on Human Needs 

 We now consider validation methods for our second set of contributions: those that 
provide indirect value—that contribute to something that enables or promotes an 
eventual practical impact rather than providing it directly. For these properties, a 
rather different set of approaches to validation are appropriate. 

 One of the most important forms of validation for enabling tools is the use of 
examples of things that can be built with the tool that demonstrate certain desirable 
properties of the tool. These can include demonstrations of lower threshold, higher 
ceiling, breadth of coverage of a desirable design space, increased automation, and 
good abstractions or extensibility, discussed in more detail below. For inventions 
involving base capabilities (which are often aimed at overcoming specifi c road-
blocks or limitations of prior work) machine performance tests and in some cases 
illustration of a prima facie case may be useful. 

   Threshold, Ceiling, and Breadth of Coverage 

 A primary example of how inventions help researchers make useful things is 
 improvements in threshold or ceiling effects  (Myers, Hudson, & Pausch,  2000 ). 
(Threshold effects relate to the ease with which simple things can be accomplished 
and/or novice users can get started, whereas ceiling effects are related to the limita-
tions of a tool or a system for creation of complex or unexpected things.) Validating 
a low threshold for a tool is often done with a demonstration where the inventor 
illustrates that something, which in other tools requires considerable work, can be 
created in their tool easily. For example, the inventor may demonstrate how some-
thing can be built in a small number of steps or using a small amount of specifi ca-
tion code. Validating a high ceiling is most typically done via a demonstration 
wherein the inventor shows that one or more sophisticated or complex things—
often things that are out of the practical reach of other tools—can be created with 
their tool. Unfortunately, low threshold tools often tend to impose a low ceiling, and 
high ceiling tools often come with a high threshold. Consequently, fi nding ways to 
ensure both low threshold and high ceiling in one tool is highly valued. Illustration 
of breadth of coverage is often provided by demonstrating a  spread of examples —
that is, a set of examples that are very different and that span a large(r) space within 
the set of possible results. 
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 These types of validation all involve creating examples with the tool. Note that 
the validation is about creation of the examples, but the full properties of the result-
ing examples are usually not the central issue. So validations that address the prop-
erties of the examples themselves are generally not appropriate. For example, 
performing a usability test on an example built with a tool would likely tell us 
almost nothing about the tool—many different things might be built with any good 
tool, and the usability of those things is at least as much a refl ection of the designer 
using tool as it is a property of the tool. Instead the simplicity of creation (for thresh-
old), the power or complexity (for ceiling), or the variety (for breadth of coverage) 
of the examples is what is critical. 

 As with other sorts of inventions, machine performance tests may be valuable 
for enabling technologies. For example, in the case of increased automation it can 
be appropriate to use performance tests to show that the results are comparable to 
what is created by previous non-automated methods. Similarly, it may be valuable 
to demonstrate that the abstractions employed work as the use of the tool scales up. 
This can be proven in part using simulation, but description and logic may also 
play a role.  

   Presentation of Good Abstractions 

 Like the other validations appropriate for tools and systems, a typical validation for 
good abstractions is through a set of illustrative examples. To illustrate extensibility, 
these examples are often similar to breadth of coverage examples, in that illustrating 
a spread of applicability is useful. For illustrating improved understanding, or ease 
of application, sets of examples are often similar to those used to illustrate improve-
ment in fl oor or ceiling effects. While at times this is validated by having developers 
actually use a toolkit and exploring the details of what they built (see below) this is 
in many cases a prohibitively expensive way to validate, and it is often considered 
suffi cient to describe abstractions and clearly contrast them with prior alternatives.  

   Usability for Developers 

 In some cases, usability tests may be carried out with enabling tools. However these 
tests need to focus on the  developers  who may be using the tool to create applica-
tions, not on the  end users  of the applications created. The number of confounds 
affecting our ability to evaluate whether a tool engenders usable applications from 
an end-user perspective is enormous, and the usability of applications is often not 
the primary value of the tool and should not be the central focus of validation efforts. 

 Some evaluation of developers working with tools has focused on what abstrac-
tions they make use of. When a tool is suffi ciently far along to have a large devel-
oper community, it can also be interesting to look at metrics such as what types of 
applications were built with the tool and how the tool was extended. This begins to 
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resemble studies of programmers, programming, and open-source communities. 
However the cost of bringing a tool this far along may be prohibitive especially 
when compared to the benefi ts for invention. Further, because of the high number of 
confounding factors that may be outside the scope of the tool advance being pre-
sented, this type of validation can actually be quite “noisy.” In particular, it is very 
diffi cult to separate the effects arising from extraneous usability issues in tool inter-
faces being compared from those related to the core concepts of the tools.   

   Summary 

 At this point we must step back and note that the primary form of evaluation for 
enabling technologies is to build key parts of the technology (proof-of-concept cre-
ation). As outlined above, after this primary step it is typical to consider additional 
validation that highlights the specifi c goals of the work, that is, to describe the 
abstractions it employs clearly or to build examples that demonstrate the capabili-
ties of the technology. While there are some secondary evaluations that involve 
(end) user studies, these are rarely employed.    

    Summary and Conclusion 

 In this chapter we have considered the nature of technical work in HCI. To do this 
we have fi rst situated the work in a broad framework that contrasts its inventive 
character with one of the other dominant bodies of activities within HCI: those of 
discovery. This high-level characterization of the work is useful because it allows us 
to see fundamental differences in the nature of the two kinds of work. These in turn 
lead to very different values and methods that have evolved to suit each type of 
work. For example, we conclude that the specifi cs of methods used in activities of 
discovery are extremely important—so much so that results are not really under-
standable in isolation from the methods used to reach them, and so they really 
become part of the results themselves. In contrast, for activities of invention, the use 
of one method versus another is much more fl uid and less fundamental. Instead, the 
application of the invention, as demonstrated through a proof-of-concept implemen-
tation of the thing invented, is a crucial component of the result. 

 Using this overall conceptual framework we then consider inventive HCI work 
itself. We characterize two broad categories of contributions: direct and indirect—
where direct contributions directly contribute to meeting some human need, while 
indirect contributions serve as enablers for later work that meets some human need. 

 We then go on to characterize the tasks of inventive work in HCI. These tasks 
include concept creation and validation of concepts. However, we note that one form 
of validation—the building of proof-of-concept implementations—is more funda-
mental than other forms. Because it addresses the basic issue of “does it work?” 
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a proof-of-concept implementation represents a prerequisite for other validation of 
the work. Because of its special nature it is the normal practice in technical HCI to 
give proof-of-concept implementations separate and stronger consideration than 
other forms of validation. As a result, we conclude that technical HCI work should 
be considered in three parts: concept creation, validation through proof-of- concept 
implementation, and other validation. The creation of a proof-of-concept implemen-
tation (which may need to be quite complex in some cases, as with a toolkit) is a key 
point of difference with other forms of HCI: Technical HCI is about making things 
that work, and the work of technical HCI is not done until the validation inherent in 
an implementation (at a minimum) is complete. 

 We explore each of these three parts separately. There are few specifi c methods 
that one can expect to provide consistently positive outcomes for concept genera-
tion. However, we do consider several general strategies for going about the work. 
These include needs-fi rst and technology-fi rst approaches. We also point to some 
advantages for technology-fi rst approaches, even though they have developed a 
somewhat tarnished reputation within the HCI research community. We then con-
sider validation through proof-of-concept implementations by looking at why 
they are so critical and central. We elucidate the questions that they can address 
and highlight the diminishing returns inherent in making a prototype complete 
and robust. 

 Finally, we consider a range of different forms of secondary validation that can 
be useful. We characterize a range of different measures we might be interested in 
and then consider an equally wide range of techniques that can be applied to provide 
information in those areas. We emphasize again that we must consider a trade-off 
between the level of knowledge to be gained and the costs of these evaluations and 
point to places where our community has not always succeeded in choosing the best 
evaluation methods. 

 It is typical that technical researchers learn these methods and ideas through 
osmosis—few courses teach approaches to validating technical work or concept 
creation in the way that study design and analysis are taught, for example. Instead, 
technical education programs tend to give researchers the necessary knowledge 
base from which to invent (how to program, how to use machine learning, how to 
build circuits, and so on) and hope that with that knowledge, the examples of those 
who came before (and the guidance of mentors), and a good dose of creativity the 
novice research will create good results. This chapter has set out to rectify some of 
those gaps by putting common practice, and the rationale behind it, into words.  

    Exercises 

     1.    Compare and contrasts technical HCI research with research through design.   
   2.    Where do the ideas come from for technical HCI research? What is the problem 

that researchers are solving?         
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           Introduction: Using Online Communities 
as a Research Platform 

    We do research on social computing and online communities. We begin from the 
premise that a deep understanding of online social interaction and adequate evalua-
tion of new social interaction algorithms and interfaces requires  access to real 
online communities . But what does “access” consist of? By refl ecting on our own 
and other’s work, we can identify four levels of access, each of which enables addi-
tional research methods:

    1     Access to usage data : This enables behavioral analysis, modeling, simulation, 
and evaluation of algorithms.   

   2     Access to users : This enables random assignment experiments, surveys, and 
interviews.   

   3     Access to APIs / plug - ins  1 : This enables the empirical evaluation of new social 
interaction algorithms and user interfaces, as long as they can be implemented 
within the available APIs; systematic methods of subject recruitment may or may 
not be possible.   

1   API stands for Application Programming Interface, a published protocol that defi nes a set of 
functionality that a software component makes available to programmers who may want to use that 
component. A plug-in is a piece of software that is added to a larger software application to extend 
or customize its functionality. 
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   4     Access to software infrastructure : This allows for the introduction of arbitrary 
new features, full logging of behavioral data, systematic recruitment of subjects, 
and random assignment experiments.    

  In general, as one ascends the levels, more powerful methods can be deployed to 
answer research questions in more authentic contexts. However, the costs and risks 
also increase: the  costs  of assembling a team with the diverse skills required to 
design, build, and maintain online community software and the  risk  that the effort 
will not pay off: if a community system does not attract users, it does not enable 
interesting research. 

 In the rest of this chapter, we draw heavily on our personal experience to elabo-
rate on and exemplify this approach.  

    History and Evolution 

 We have been developing our approach since the mid-1990s. We describe a few key 
theories, projects, and technological developments that were important intellectual 
and practical infl uences on our approach. 

  Artifacts as psychological theories . We found Carroll and colleagues’ (Carroll & 
Campbell,  1989 ; Carroll & Kellogg,  1989 ) notion of “artifacts as psychological 
theories” conceptually inspiring, with its argument that designed artifacts embody 
claims about user behavior, that it is instructive to make these claims explicit, and 
that evaluating the use of an artifact also amounts to evaluating these behavioral 
claims. As we elaborate below, the features we include in our systems often have 
associated psychological claims, and we sometimes design features explicitly 
guided by psychological theory. 

  Project Athena and Andrew were  1980s’ projects to deploy networked worksta-
tions throughout the MIT and CMU campuses (respectively) to improve the quality 
of education and support research. Creating these networks required many design 
choices on issues that were then at the frontier of distributed computing and per-
sonal computing, such as reliability, security, scalability, interoperability, distrib-
uted fi le systems, name services, window managers, and user interfaces. By 
deploying these systems for real use, the designers were able to evaluate how well 
their design choices fared in practice. Given our computer science background, we 
found these examples of large-scale system building and deployment  done by 
researchers  (at least in part) f or research purposes  inspiring. However, since we 
have a quite different research emphasis—focusing on different research questions 
and using different methods—our work looks quite different. Notably, we focus on 
social interaction among users, we use psychological theory to guide our designs, 
and we use controlled fi eld experiments to evaluate our designs. 

  The Web: do it yourself . For the authors, the advent of the World Wide Web was a 
direct gateway to developing our research approach. If you had an idea for a new 
interactive system, the Web was an environment where you could implement the 
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idea and reach a potentially unlimited audience. The problem of information 
 overload was attracting a lot of attention in the mid-1990s, and Riedl and Konstan 
(already at the University of Minnesota) and Terveen (then at AT&T Labs, now 
also at the University of Minnesota) explored their ideas in the emerging area of 
recommender systems as a means to address this problem. Riedl, Paul Resnick, and 
colleagues developed GroupLens, a system for collaborative fi ltering of Usenet 
news (Konstan et al.,  1997 ; Resnick, Iacovou, Suchak, Bergstrom, & Riedl,  1994 ), 
and Konstan and Riedl followed this up by creating the MovieLens (Herlocker, 
Konstan, Borchers, & Riedl,  1999 ) movie recommendation site (more on 
MovieLens below). Terveen, Will HIll, and colleagues created PHOAKS (Hill & 
Terveen,  1996 ; Terveen, Hill, Amento, McDonald, & Creter,  1997 ), which used 
data mining to extract recommended web pages from Usenet newsgroups. The 
PHOAKS Web site contained “Top 10” lists of recommended web pages mined 
from thousands of newsgroups and attracted thousands of daily visitors during the 
late 1990s. These early efforts gave us our fi rst taste of online community-centered 
research. We had built Web sites that attracted users because of the utility they 
found there, not because we recruited them to evaluate our ideas. Yet this authentic 
usage enabled us to evaluate the algorithms and user interfaces we created as part 
of our research program. 

 We next describe our approach in more detail. We fi rst discuss the type of 
research questions and methods it enables. We then give an in-depth portrait of the 
approach by describing important online community sites that we use as vehicles 
for our research.  

    What Questions Is This Approach Suitable for Answering? 

 Since we are describing not a single research method, but rather a general approach 
to doing research, there is a very broad variety of questions that can be answered. 
Therefore, it is more appropriate to consider  methods  that fi t best with the approach, 
 skills  required to do follow the approach, and  benefi ts ,  challenges , and  risks of  doing 
so. We organize this discussion around the four levels of access to online communi-
ties we introduce in the “Introduction.” Note that each access level enables all the 
methods listed at all “lower” levels as well as the methods listed at the level itself 
(Table  1 ).

   The primary benefi t of this approach is that it enables good science. At all levels, 
it enables testing ideas and hypotheses with authentic data such as actual behavioral 
data and user responses based on their participation in an online community. Even 
better, at the fourth (and possibly third) level, we can perform  fi eld experiment s. 
Field experiments are studies done in a natural setting where an intervention is 
made, e.g., a new system feature is introduced, and its effects are studied. According 
to McGrath’s ( 1984 ) taxonomy of research strategies for studying groups, fi eld 
experiments maximize  realism  of the setting or the context while still affording 
some  experimental control . A further benefi t of this approach is that once you have 
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put in the effort to develop a system (and  if  you are able to attract a user community), 
there is both the possibility and a natural inclination to do a sequence of studies that 
build upon earlier results. This too makes for good science. 

 This approach also creates the opportunity for productive collaborations: if you 
analyze data from an existing community, the owners of that community will be 
interested in the results, and if you build a system that attracts a real user commu-
nity, organizations with an interest in the community’s topic will be interested in 
pursuing collaborative projects. Our experience with communities such as Wikipedia 
and Cyclopath (details below) illustrate this point. 

 However, there also are signifi cant challenges and risks to the approach we advo-
cate, including the following:

•    A research team needs expertise in a wide variety of disciplines and skills, 
including social science theory and methods, user interface design, algorithm 
development, and software engineering. This requires either individuals who 
have the time and capability to master these skills or a larger team of interdisci-
plinary specialists. Either approach raises challenges in an academic setting; for 
example, GroupLens students typically take courses ranging from highly techni-
cal computer science topics (e.g., data mining, machine learning) to advanced 
statistical methods to design. This can increase the time a student is taking 
classes, and not every student is capable of mastering such diverse skills.  

•   The system development and maintenance resources needed can be consider-
able. It is not enough just to build software; the software must be reliable and 
robust to support the needs of a user community. This requires at least some 
adherence to production software engineering practices, e.g., the use of version 
control software, code reviews, and project management and scheduling. Many 
researchers have neither training nor skills with these tools and practices, and in 
some cases, such resources simply may not be available. If they are available, 
they represent a signifi cant investment. For example, our group at the University 
of Minnesota has supported a full-time project software engineer for over 
10 years, as well as a dedicated Cyclopath software engineer for 3 years, with 
cumulative costs of over $1 million.  

   Table 1    Levels of access to online communities, with enabled methods   

 Access to  Enabled methods 

 1. Usage data  Behavioral analysis, including statistical analysis and simulation 
 Longitudinal data enables analysis of behavior change over time 
 Development and testing of algorithms 

 2. Users  Random assignment experiments, surveys, and interviews 
 3. APIs/plug-ins  Empirical evaluation of new social interaction algorithms and interfaces 

and psychological theories as long as they can be implemented within 
a published API 

 4. Software 
infrastructure 

 Empirical evaluation of arbitrary new social interaction algorithms and 
interfaces and psychological theories. Novel data logging. Random 
assignment experiments 
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•   Research goals and the needs of the system and community members must be 
balanced. There are many potential trade-offs here.

 –    Sometimes features must be introduced to keep a system attractive to users, 
even if there is no direct research benefi t.  

 –   Sometimes a system must be redesigned and re-implemented simply to keep 
up with changing expectations for Web applications. For example, MovieLens 
had to be redesigned completely about 10 years ago to include Web 2.0 inter-
active features; however, given how long it has been since its last update, the 
MovieLens experience again is dated, and we are discussing whether the 
effort required to bring it up to date is worth the signifi cant design and devel-
opment costs this would entail.  

 –   Signifi cant time may have to be spent working with collaborative partners and 
user groups; for example, our team members have spent considerable time 
with partners from the Wikimedia Foundation, the Everything2 community, 
and various Minnesota transportation agencies to defi ne problems of mutual 
interest and defi ne ways to address these problems that can produce both 
research results and practical benefi ts and that follow the ethical standards of 
all parties involved.  

 –   If a site does attract a user community, it becomes diffi cult (and perhaps 
unethical) for researchers to abandon it if their interests change or their 
resources become depleted.  

 –   Since in many cases graduate student researchers do a large part of the devel-
opment work, research productivity measured in papers produced is almost 
necessarily lower. However, we believe that there is a corresponding advan-
tage: the papers that are produced can answer questions in ways that other-
wise would be impossible. The detailed discussion of our research sites and 
studies below is intended to support this claim.     

•   Finally, the major risk is that if the system you create fails to attract or retain suf-
fi cient users, all your effort may be wasted. While failure is in principle a good 
teacher, many of these types of failures are rather boring: you did not pick a 
problem that people really cared about, your system was too slow and did not 
offer suffi cient basic features, etc.    

 We next use work we have done on a variety of online community platforms to 
describe our approach in detail.  

    How to Follow This Approach/What Constitutes Good Work 

    Facebook 

 We began studying Facebook in 2005, shortly after the site was introduced to the 
majority of universities (Lampe, Ellison, & Steinfi eld,  2006 ). Early on, we had per-
mission from Facebook to “scrape” data from the site using automated scripts, 
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enabling us to conduct a study that compared behaviors captured in user profi les 
(like listing friends and interests) with site perceptions collected through user sur-
veys (Lampe, Ellison, & Steinfi eld,  2007 ). Other work we did was based on surveys 
of college-aged users in the university system and was focused on the social capital 
outcomes of Facebook use in that population. We found that social capital, or the 
extent to which people perceived they had access to novel resources from the people 
in their networks, was associated with higher levels of Facebook use. That fi nding 
was confi rmed in a study that looked at change in this population over time 
(Steinfi eld, Ellison, & Lampe,  2008 ) and has been confi rmed by other researchers 
(Burke, Kraut, & Marlow,  2011 ; Burke, Marlow, & Lento,  2010 ; Valenzuela, Park, & 
Kee,  2009 ). This research has consistently found that people who use Facebook 
perceive themselves as having more access to resources from their social networks, 
particularly benefi ts from weaker ties that have often been associated with bridging 
social capital (Burt,  1992 ). This form of social capital has often been associated 
with novel information and expanded worldviews. Put more directly, this research 
has shown that people are using sites like Facebook to nurture their social networks 
and access the resources from them, using the features of the site to more effi ciently 
manage large, distributed networks. 

 At the same time as we have examined the role of Facebook in people’s daily 
lives, we have continued to explore the relationships between the psychosocial char-
acteristics of users, how they use Facebook, and the outcomes of that use. For exam-
ple, we used survey research to study people’s different motivations for using 
Facebook and how those people used different tools to satisfy those motivations 
(Smock, Ellison, Lampe, & Wohn,  2011 ). We found that people motivated for social 
interaction (as opposed to entertainment or self-presentation) were more likely to 
use direct messaging features. In addition, in following up on work about the rela-
tionship between Facebook and bridging social capital, we found that it was not the 
total number of friends in a person’s Facebook network that was associated with 
social capital but rather the number of “actual” friends they felt were part of their 
articulated Facebook network (Ellison, Steinfi eld, & Lampe,  2011 ). This work has 
also been expanded to show that it is not simply the existence of connections that 
matter, but how users “groom” those connections (   Ellison, Vitak, Gray, & Lampe, 
 2011 ) through actions like responding to comments, “Liking” posts, and sending 
birthday greetings. 

 The overall pattern in these studies of Facebook use highlights the complex 
 interplay between personal characteristics of users, the types of tasks they are bring-
ing to the system, and the behaviors they engage in as they interact with their 
networks. 

 In terms of our hierarchy of access levels, our early work was at Level 1, as we 
did have access to actual Facebook usage data. However, our later work instead 
relied on surveys of Facebook users. It is ambiguous, however, whether to consider 
this work being at Level 2, as we could not recruit users from within Facebook 
itself, but rather only through external means such as posting messages to University 
e-mail lists. This puts limits on research; it is impossible to accurately represent the 
population of Facebook users without being able to access a random sample of 
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those users. After we began our work, Facebook created a public API (see   http://
developers.facebook.com/    ) that allowed anyone to create new add-on Facebook 
applications; for example, popular games like FarmVille and Words With Friends 
were built on this platform. Further, researchers have used the Facebook API to 
build Facebook apps to explore ideas such as patterns of collaboration around 
shared video watching (Weisz,  2010 ) and commitment in online groups (Dabbish, 
Farzan, Kraut, & Postmes,  2012 ). However, Facebook apps do not change the core 
Facebook experience, nor can they form the basis of true random assignment exper-
iments. Most works that have used interviews, surveys, or experiments of Facebook 
users have used some other sampling frame, often drawn from registrar lists or 
convenience samples of university students. 

 Of course, researchers at companies such as Facebook and Google (including 
student interns) typically have access to their products’ software infrastructure, so 
they are not subject to these limits. For example, Bakshy, Rosenn, Marlow, and 
Adamic ( 2012 ), working for the Facebook Data Science team, conducted an exper-
iment to investigate how information embedded as links to news articles was dif-
fused through the network of Facebook users. They could experimentally 
manipulate what users saw in their Newsfeed and use system logs to measure 
network tie differences between conditions. Google researchers studied how 
Google+ users constructed user groups on the site using a combination of server-
level data, surveys, and interviews (Kairam, Brzozowski, Huffaker, & Chi,  2012 ). 
Studies by researchers at these companies can offer interesting results but are nec-
essarily limited in reproducibility due to a variety of legal and ethical hurdles that 
make sharing data between industry and academia complicated. Recently, 
Facebook has been establishing processes to enable partnerships with researchers 
based in academic settings, negotiating the legal and technical needs of these col-
laborations. These research partnerships could help provide Level 3 access to this 
important source of data.  

    Wikipedia 

 We began doing research on Wikipedia in 2006, leading to a paper that studied two 
research topics: what types of editors produced the value of Wikipedia articles, and 
what is the impact of damage 2  on Wikipedia articles (Priedhorsky et al.,  2007 ). This 
work was an early example of the now common research genre of “download and 
analyze the Wikipedia dump” (Level 1 access). However, there was one important 
addition: we also obtained data (including some provided by the Wikimedia 
Foundation) that let us estimate article views. View data gave us a way to formalize 
the notions of article value and damage. Intuitively, it is more valuable to contribute 
content to articles that are viewed more, and damage to articles that are viewed more 

2   We defi ned “damage” to an article through a combination of algorithmic detection and manual 
coding to evaluate the accuracy of our algorithm. 
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is more harmful. With our formal defi nitions in hand, we found that a very small 
minority of active editors contributed a large proportion of the value of Wikipedia 
articles, that their domination was increasing over time, and that the probability of 
an article being viewed while damaged was small but increasing (over the time 
period we analyzed). 

 We have continued to do research involving analysis of Wikipedia data, studying 
topics such as the following: 

 How editors change their behavior as they gain experience (Panciera, Halfaker, & 
Terveen,  2009 ), how diversity of experience and interests affects editing success    
and member retention in WikiProjects (Chen, Ren, & Riedl,  2010 ), the effect of 
reverting edits on the quality and quantity of work and on editor retention (Halfaker, 
Kittur, & Riedl,  2011 ), and the gender gap in editing 3  and its effects on Wikipedia 
content (Lam et al.,  2011 ). 

 As with Facebook, there is a sense in which anyone does have access to Wikipedia 
users (where “users” here means editors). Various pages serve as public forums, and 
communication can be directed to individual users by editing their “user talk” pages; 
thus, in principle, a researcher could recruit subjects simply by inserting invitations 
to participate on their user talk pages. However, these techniques do not enable 
experimental control: crucially, there is no accepted way to randomly assign editors 
to experimental groups. Moreover, Wikipedia editors long have had a strong resis-
tance to being treated as “experimental subjects.” We learned about these problems 
through bitter experience. Our fi rst attempt to run an experiment with Wikipedia 
editors was with SuggestBot, our article recommendation tool (Cosley, Frankowski, 
Terveen, & Riedl,  2007 ). In the initial version of our experiment, SuggestBot auto-
matically inserted recommendations of articles to edit on randomly selected editors’ 
user talk pages. However, this went against Wikipedia norms that participation in 
Wikipedia is “opt in,” and the reaction from editors was very negative. We therefore 
changed our model so that editors had to explicitly request recommendations from 
SuggestBot. In a subsequent project, we attempted to recruit editors for interviews 
but once again fell afoul of Wikipedia norms. This time one of our team members 
was accused of violating Wikipedia policies, there was a proposal to ban this person 
from Wikipedia, and we had to abandon the study. The root cause of these reactions 
was that Wikipedia editors were extremely averse to being treated as “guinea pigs,” 
and more generally, they objected to people using Wikipedia for any purpose other 
than building an encyclopedia. Thus, at this point in its development, Wikipedia did 
not support Level 2 access as we defi ne it. 

 External researchers cannot introduce new features directly into Wikipedia 
(Level 4 access). Thus, we implemented SuggestBot as a purely external service 
running on our own servers, which Wikipedia editors could opt in to; if they do, it 
computes recommended articles for these users to edit and inserts them on their talk 
pages. However, note that this does not change the Wikipedia user experience per 
se. Subsequently, Wikipedia did provide mechanisms for developers to implement 
changes to the Wikipedia user experience: user scripts (  http://en.wikipedia.org/

3   As detailed in the paper, our analysis relied on Wikipedia editors’ self-reported gender. 
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wiki/Wikipedia:WikiProject_User_scripts    ); this enables Level 3 access. Users must 
download and install these scripts themselves if they want the modifi ed user experi-
ence. We used this mechanism to implement NICE (  http://en.wikipedia.org/wiki/
User:EpochFail/NICE    ), which embodies ideas about how reverts (undoing edits) 
can be made in a way that is less likely to de-motivate and drive away reverted edi-
tors, especially newcomers (Halfaker, Song, Stuart, Kittur, & Riedl,  2011b ). NICE 
is implemented as a Wikipedia user script, which anyone can download and install 
to change their Wikipedia editing experience. While this approach does let us test 
new software features for Wikipedia editors “in the wild,” it still has a number of 
undesirable features, including selection bias (as noted above) and a software distri-
bution problem. If we want to make changes, users will have to explicitly download 
a new version or else we will have multiple perhaps inconsistent versions running. 

 To address these specifi c problems, and more generally to enable responsible 
scientifi c experiments to be done in Wikipedia, members of our team (Riedl, along 
with one of our current graduate students, Aaron Halfaker) joined and became active 
participants in the Wikimedia Foundation Research Committee. The goal of this 
committee is “to help organize policies, practices and priorities around Wikimedia-
related research” (  http://meta.wikimedia.org/wiki/Research:Committee    ). In partic-
ular, they are in the process of defi ning acceptable protocols for recruiting subjects; 
more generally, they will review planned research projects to make sure that they are 
compatible with Wikipedia’s goals and community norms. 

  Transition: building our own communities . Now that we have seen both the power 
and limits of doing research on third-party sites, we turn to sites we currently main-
tain to illustrate the additional types of research that Level 4 access enables. At 
Minnesota, we have created a number of online communities to serve as research 
sites for our studies in social computing. Some have failed to attract a lasting com-
munity (e.g., CHIplace; Kapoor, Konstan, & Terveen,  2005 ), and some have become 
useful for their intended user group but have not led to signifi cant amounts of 
research (e.g., EthicShare.org). Two that have succeeded are  MovieLens  and 
 Cyclopath . At Michigan State (and now Michigan), Lampe took responsibility for 
the already existing site  Everything2 , a user-generated encyclopedia formed in 
1999, 2 years before Wikipedia. We discuss the three sites by examining a number 
of studies we have conducted with each.  

    MovieLens 

  Origin . In the mid-1990s, DEC Research ran a movie recommendation Web site 
called EachMovie. While the site was popular and well received, in 1997 DEC 
Research decided to take it down and solicited researchers who might be interested 
in the dataset or the site. The GroupLens Research group volunteered to take owner-
ship of EachMovie; while legal issues prevented a handover of the site itself, DEC 
did make an anonymized dataset available for download. With this dataset as a 
basis, MovieLens was born. 
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  Early algorithmic research . The initial use we made of MovieLens as a research 
platform was to explore the performance of different recommender system algo-
rithms (Herlocker et al.,  1999 ; Sarwar, Karypis, Konstan, & Riedl,  2000 ). This work 
is interestingly different from our later work in several key respects:

•    The focus was on algorithms rather than interaction techniques.  
•   Social science theory was not used to inform the research.  
•   We primarily used MovieLens usage data (Level 1), and the experiments we did 

were not fi eld experiments (deployed in the site) but rather separate “online labo-
ratory experiments” conducted with MovieLens users (who volunteered, and 
whose profi les were often not even used in the experiment). In this case, 
MovieLens was a source of research data and subjects but not yet a living 
laboratory.    

  Turning toward people, looking to theory . However, we soon began to move up the 
access level hierarchy. We did this because we wanted to evaluate our algorithms in 
actual usage and because we expanded our interests to include user interfaces for 
recommended systems. Three studies used a combination of fi eld experiments and 
surveys to evaluate: algorithms and interfaces to explain why an item was recom-
mended (Herlocker et al.,  1999 ); algorithms to select initial sets of movies for users 
to rate (Rashid et al.,  2002 ); and user interfaces to present initial sets of movies for 
users to rate (McNee, Lam, Konstan, & Riedl,  2003 ). 4  

 These three studies aimed to solve recommender  system  problems: which items to 
present to users and how to help users evaluate recommended items. However, at about 
the same time, we began to incorporate another perspective into our work: the use of 
social science theory to guide the design of our experiments and software features. 

 A notable early example of this work is presented in “Is Seeing Believing?” 
(Cosley, Lam, Albert, Konstan, & Riedl,  2003 ). This work used the psychological 
literature on conformity (Asch,  1951 ) to frame research questions concerning user 
rating behavior and rating displays in recommender systems. Most generally, 
there was a concern that the standard recommender system practice of displaying, 
for a movie that the user had not yet rated, the rating that the system predicted the 
user would give the movie could bias the user to rate according to the prediction. 
Specifi c research questions that were studied included the following:

•    Are users consistent in their ratings of items?  
•   Do different rating scales affect user ratings?  
•   If the system displays deliberately inaccurate predicted ratings, will user’s actual 

ratings follow these inaccurate predictions?  
•   Will users notice when predicted ratings are manipulated?    

4   When we began doing these live studies, we realized that we had to obtain Institutional Review 
Board approval, which we did and which has become routine across all our communities and 
experiments. Note that our “terms of use” say that we have the right to log and analyze behavioral 
data for research purposes; we also guarantee that we will not disclose any personal or identifying 
data in our published research. However, we do obtain IRB approval when we do surveys and 
interviews or introduce new features explicitly to evaluate for research purposes. 

L. Terveen et al.

Gang Wang


Gang Wang


Gang Wang


Gang Wang


Gang Wang




105

 The study had both practical results and theoretically interesting implications. 
First, we modifi ed the MovieLens rating scale based on the fi ndings. Second, 
while users were infl uenced by the predicted ratings they were shown, they seemed 
to sense when these ratings were inaccurate and to become less satisfi ed with 
the system. 

 From a methodological point, it is worth noting that while an experiment was 
done with MovieLens users, it was explicitly presented to users  as an experiment  
rather than involving authentic ongoing use. 

  Theory-guided design . Our interests continued to evolve to include (in addi-
tion to algorithms and user interfaces) social community aspects of MovieLens 
such as how to foster explicit interaction between users and how to motivate 
users to participate in the community. Thus, the GroupLens team began col-
laborating with HCI researchers trained in the social sciences, notably Robert 
Kraut and Sara Kiesler of CMU and Paul Resnick and Yan Chen from the 
University of Michigan. Through these collaborations social science theory 
came to play a central role in our research. We used theory to  guide our 
designs , with the goal to create new features that would achieve a desired 
effect, such as attracting more ratings for movies that had not received many. 
An additional benefit was that this enabled us to test theories that had been 
developed for face-to-face interaction in the new context of online interaction 
to see how they generalized. We and our collaborators used theories including 
the collective effort model (Cosley, Frankowski, Kiesler, Terveen, & Riedl, 
 2005 ; Cosley, Frankowski, Terveen, & Riedl,  2006 ; Karau & Williams,  1993 ; 
Ling et al.,  2005 ), goal setting (Ling et al.,  2005 ; Locke & Latham,  2002 ), 
social comparison theory (Chen, Ren, & Riedl,  2010 ; Suls, Martin, & Wheeler, 
 2002 ), and common identity and common bond theories of group attachment 
(Prentice, Miller, & Lightdale,  1994 ; Ren, Kraut, & Kiesler,  2007 ; Ren et al., 
 2012 ). One productive line of work within this approach is  intelligent task 
routing , which extends recommender algorithms to suggest tasks for users in 
open content systems. This is very useful, as open content systems often suffer 
from problems of  under-contribution . We began this work in MovieLens 
(Cosley et al.,  2006 ) but subsequently applied it to Wikipedia (Cosley et al., 
 2007 ) and Cyclopath (Priedhorsky, Masli, & Terveen,  2010 ). 

 We also have collaborated with Mark Snyder to apply his research on volun-
teerism (e.g., Clary et al.,  1998 ; Omoto & Snyder,  1995 ; Snyder & Omoto,  2008 ) to 
study motivation for participation in online communities, using MovieLens as a 
research site. We surveyed thousands of new MovieLens users over a 5-month 
period, using several standard instruments to assess their motivations for trying the 
site, and then correlated their motivations with subsequent behavior on the site. As 
with Lampe and colleagues’ study of Facebook (Smock et al.,  2011 ), we found that 
people who had different motivations for joining the community behaved differ-
ently: for example, people with more socially oriented motives engaged in more 
basic MovieLens behaviors (like rating movies) and connected more with other 
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users (through the MovieLens Q&A forum). 5  Notice that we were able to correlate 
attitudes and personality characteristics with behaviors only because we had both 
Level 1 (usage data) and Level 2 (users; experimental control) access to MovieLens.   

    Cyclopath 

 Cyclopath was created by Priedhorsky, former GroupLens PhD student, and 
Terveen. Cyclopath is an interactive bicycle routing site and geographic wiki. Users 
can get personalized bike-friendly routes. They can edit the transportation map 
itself, monitor the changes of others, and revert them if necessary. Cyclopath has 
been available to cyclists in the Minneapolis/St. Paul metropolitan area since August 
2008. As of Spring 2012, there were over 2,500 registered users, users have entered 
about 80,000 ratings and made over 10,000 edits to the map, and each day during 
riding season, several dozen registered users and a hundred or more anonymous 
users visit the site and request more than 150 routes (Fig.  1 ).

   Like MovieLens, Cyclopath was a “target of opportunity”; where MovieLens 
was created with EachMovie data, Priedhorsky was motivated to create Cyclopath 
because he was an avid cyclist, and he had strong personal knowledge of the limits 
of existing methods for cyclists obtain and share routing knowledge. Of course, his 
intuition also was that other cyclists would fi nd such a system useful, and obviously, 
a basic tenet of HCI is that taking  only  your own preferences in account when 
designing a system may well result in a system that is of interest only to yourself. 
Further, we did preliminary empirical work to verify our general design concepts as 
well as specifi c design ideas (Priedhorsky, Jordan, & Terveen,  2007 ). Also like 
MovieLens, Cyclopath has proved to be a productive research platform for us. 
However, there are a number of signifi cant differences in the two platforms, some 
intrinsic to the technology and domain, and some historical, due to when they were 
developed. First, Cyclopath was created after GroupLens had 10 years’ experience 
running MovieLens as a research platform and had begun research on Wikipedia. 
Thus, we were able to build on and generalize results and methods from these other 
platforms. Second, Cyclopath has served as a signifi cant vehicle for collaboration 
between GroupLens and a number of local government agencies and nonprofi ts that 
focus on bicycling. This has created diverse opportunities as well as challenges. 

 We elaborate on both of these themes next. 

5   Many of our effect sizes were small, although still signifi cant. Note that we achieved these results 
with  thousands  of users. This illustrates that size does matter: the number of users in a community 
limits the number and types of experiments it can support. For example, as of this writing, we typi-
cally can get 50–80 experiments for Cyclopath experiments, while we can get an order of magni-
tude more subjects in MovieLens. Nonetheless, we sometimes have to schedule several MovieLens 
experiments in sequence because there are not enough users (or at least not of the desired type, say 
new users) for both experiments to run in parallel. 
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    Cyclopath: Generalizing Previous Research 

  Personalized route fi nding . From the beginning, we wanted to apply our long- 
standing expertise on recommender algorithms to the route fi nding problem. We 
wanted Cyclopath to compute routes  personalized  to the preferences of the request-
ing user (Priedhorsky & Terveen,  2008 ). Thus, users are able to enter their personal 
bikeability ratings for road and trail segments. However, as of this writing, the 
Cyclopath ratings database is very sparse, an order of magnitude sparser than 
MovieLens; thus, traditional collaborative fi ltering recommender algorithms are not 
practical. On the other hand, we tried machine learning techniques that considered 
the features (such as speed limit, auto traffi c, and lane width) of the segments rated 
by users to develop predictors of users’ bikeability preferences; these predictors 
were very accurate and practical (Priedhorsky, Pitchford, Sen, & Terveen,  2012 ). 

  A geographic wiki . We needed to create analogues of the essential wiki mecha-
nisms, porting them from a text to geographic context. Thus, we developed geo-
graphic editing tools, went from watch lists to watch regions, and designed an 
interactive geographic “diff” visualization. We also were forced to modify the 

  Fig. 1    The Cyclopath bicycle routing Web site, showing a bicycle route computed in response to 
a user request       
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traditional wiki data model (notably, as exemplifi ed in Wikipedia) in two major 
ways (Priedhorsky & Terveen,  2011 ). First, where (text) wiki pages have been 
treated as independent entities, geographic objects are linked. This forced us to 
come up with a new defi nition and implementation of a revision as an operation on 
the entire database, not just a single object. Second, many applications of geo-
graphic wikis require fi ne-grained access control: for example, certain objects may 
be edited only by certain users or types of users (more on this below). 

  Theory-based design: intelligent task routing . We identifi ed a major problem in 
Cyclopath where user input was required: in the datasets we used to populate our 
map initially, there were thousands of cases where road and bike trail intersected 
geometrically, but we had no automated way to tell whether they intersected topo-
graphically (rather than, for example, a trail crossing a road via a bridge, with no 
access from one to the other). We thus developed a mechanism to send users a 
request about an area of the map, asking them to determine whether an intersection 
existed. This mechanism was inspired by those we had used in MovieLens and 
Wikipedia. However, this study extended our previous results in several interesting 
ways. First, we developed a visual interface that drew users’ attention to potential 
intersection, and this interface seemed to be attractive enough to motivate partici-
pation. Second, we found that some tasks required user knowledge and some did 
not. For example, to rate the bikeability of a road segment, a user has to have 
knowledge of that segment. However, in many cases, a user could determine 
whether an intersection existed just by zooming in on the map and looking at the 
aerial photo. This has obvious implications for routing algorithms: some tasks may 
require users with specifi c knowledge, while others only require users who are 
motivated to perform them. 

  Theory-based design: User life cycles . When we analyzed Wikipedia data to inves-
tigate whether and how editors changed over time (Panciera et al.,  2009 ), we found 
little evidence for development over time. However, limits of the Wikipedia data 
available for analysis raised several issues concerning our conclusions. In particular, 
we wondered whether Wikipedia editors might have learned by doing anonymous 
editing before creating accounts; we also wondered how viewing behavior might 
have infl uenced their development as editors. Since we have access to  all  Cyclopath 
data, we were able to study these issues in this context. In particular, for a number 
of editors, we were able to associate at least some of the actions they took before 
creating an account (and while logged out) with the actions they took after creating 
an account (and while logged in). Our results were analogous to our Wikipedia 
results: again, we saw little evidence for “becoming” at least in terms of quantity of 
editing (Panciera, Priedhorsky, Erickson, & Terveen,  2010 ). However, in subse-
quent work, we looked at the  type  of editing users did, and here we did observe 
some transitions over time (Masli, Priedhorsky, & Terveen,  2011 ), for example, 
beginning by adding textual annotations to road segment and transitioning to adding 
new road and trail segments and linking them into the rest of the map.  
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    Cyclopath: Catalyzing Collaboration 

 Cycloplath has attracted signifi cant attention and support from several Minnesota 
local government agencies and nonprofi ts. This has led to projects to add function-
ality to support analysis by bicycle transportation planners and to extend Cyclopath 
to cover the entire state of Minnesota. These projects have led to signifi cant techni-
cal and conceptual developments, including the following:

•    Extending the wiki data model to allow fi ne-grained access control (Priedhorsky 
& Terveen,  2011 ): Transportation planners consider this necessary in order to 
retain the strengths of open content while still allowing certain information to be 
treated as authoritative.  

•   A “what if” analysis feature that uses the library of all route requests ever issued 
by Cyclopath users: This enables transportation planners to determine where 
new bicycle facilities are most needed, estimate the impact of a new facility, and 
get quick and focused feedback from the bicycling public.    

 In other collaborative projects, we extended Cyclopath to do  multimodal  
(bike + public transit) routing, which required changes to our basic routing algo-
rithm, and are extending Cyclopath to cover the entire state of Minnesota. Both 
projects were funded by Minnesota state and local government agencies.   

    Everything2 

 Chi ( 2009 ) defi ned three ways to create what he called “living laboratories.” One 
involves building one’s own sites, but another was to “adopt” an existing system and 
study it in the fi eld. Several years ago, Lampe “adopted” the already existing site 
 Everything2 , a user-generated encyclopedia formed in 1999, 2 years before 
Wikipedia. Everything2 was formed by the same group that established the news 
and discussion site Slashdot but struggled for commercial success after the fi rst dot- 
com bubble. In exchange for hosting services, the site has had an agreement with 
Lampe for the past several years to participate in research in many ways, including 
providing server logs, access to users for interviews and surveys, and rights to add 
new features to the site for fi eld experiments or Level 3 access in our framework 
above. The agreement between Lampe and the owners of Everything2 exchanged 
this level of access for research purposes in exchange for hosting services at the 
university. 

 Although Everything2 never achieved the widespread use of Wikipedia, it has 
an active user population of several thousand users and receives over 300,000 
unique visits per month. This activity provided ample behavioral data to examine 
but also enabled a stable population from which to draw survey samples. This has 
allowed the Michigan team to study motivations of both anonymous and registered 
users of the site (Lampe, Wash, Velasquez, & Ozkaya,  2010 ), fi nding that both 
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registered and anonymous users had heterogeneous motivations for using the site 
and that motivations like being entertained were not associated with contributing to 
the site in the same way as motivations like providing information. We also looked 
at how habit interacts with those motivations as a predictor of online community 
participation (Wohn, Velasquez, Bjornrud, & Lampe,  2012 ), fi nding that habits are 
better predictors for less cognitively involved tasks like voting and tagging while 
being less associated with more involved tasks like contributing articles. Our team 
also researched which types of initial use and feedback are associated with long-
term participation (Sarkar, Wohn, Lampe, & DeMaagd,  2012 ), fi nding that those 
users who had their fi rst two articles deleted were very unlikely to participate in the 
site again. 

 Adopting a site in this fashion can have many benefi ts for both the researcher and 
the site. For sites that are active, but perhaps not commercially viable on their own, 
the arrangement provides the community with stability and some measure of secu-
rity. For the researcher, it can provide access to a community successful enough to 
research without the diffi culty of trying to create a self-sustaining, viable online 
community. For example, Lampe tried to make several online communities related 
to public sector interests, none of which achieved the critical mass necessary to 
conduct the type of research being described here (Lampe & Roth,  2012 ). Adopting 
an active online community with a sustainable user population helps to short-circuit 
some of the major risks and costs of building one’s own community. 

 However, there are some problems with the adoption path, too. For example, 
with Everything2 the site ownership changed, and the original arrangement had to 
be renegotiated. The research location also changed, requiring yet more renegotia-
tion. In addition, some users of the site did not appreciate the research agreement 
and either left the site to avoid “being mice in a maze” or demanded more active 
agency in the type of research being conducted (similar to Wikipedia editors’ reac-
tions described above; for a more general treatment of this topic, see Bruckman’s 
chapter on “Research and Ethics in HCI”). This regular interaction with the com-
munity is an additional cost for the management of the research project. Also, just 
because site owners gave permission to interview and survey members of the com-
munity, it did not guarantee that those users would respond to our requests for data.  

    Sidebar: How Many Users? 

 We sometimes are asked how many members and how much activity a community 
must have before it serves as a viable vehicle for research. The answer is that it 
depends. It depends signifi cantly on your research questions, methods, participation 
rate of community members, and (if appropriate) effect sizes. If one uses qualitative 
methods, the ability to interview even ten or so people may suffi ce. On the other 
hand, we often assign users to different experimental conditions and then do quan-
titative analysis of user behaviors, some of which might be rare. In such cases, 
hundreds of users may be required. MovieLens and Everything2 both enable this. 
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For example, in the work reported by Fuglestad et al. ( 2012 ), nearly 4,000 MovieLens 
users fi lled out at least part of a survey. On the other hand, in Cyclopath we can 
obtain responses from at most several hundred users, but 50–70 is more typical. 
Oddly enough, it can be diffi cult to obtain suffi cient users for our Wikipedia research 
as well, since, as we mentioned above, Wikipedia editors have to take some explicit 
action to opt in to a study. In Everything2, even though there are several hundred 
active users, we have found that only 150–200 users will respond to surveys during 
a study period.  

    Related Work 

 Since our approach is not a well-defi ned standard method (yet), we found it appro-
priate to illustrate with examples from our own research. However, other research-
ers in social computing and other areas of human–computer interaction have built 
systems as vehicles for their research and have at least sought to obtain an authentic 
user community for their systems. While space does not allow a detailed treatment, 
we wanted to direct the reader to some other noteworthy examples of researchers 
who have taken similar approaches to ours:

•     Alice  (Pausch et al.,  1995 ) is a 3D programming environment for creating simple 
animated games or stories. It is a teaching tool, designed to make the concepts of 
programming accessible to all, including children. Alice has been used in intro-
ductory programming classes, and there has been extensive evaluation of its 
effectiveness as a teaching tool (Cooper, Dann, & Pausch,  2003 ; Moskal, Lurie, 
& Cooper,  2004 ). This led, for example, to the development of Storytelling 
Alice, which is tailored specifi cally for middle school children, particularly girls 
(Kelleher, Pausch, & Kiesler,  2007 ).  

•    Beehive  (since renamed  SocialBlue ) is a social networking and content sharing 
system created by IBM researchers and deployed to IBM employees worldwide. 
It has been used as a platform to research issues such as participation incentives 
and friend recommendation algorithms (Chen, Geyer, Dugan, Muller, & Guy, 
 2009 ; Daly, Geyer, & Millen,  2010 ; DiMicco et al.,  2008 ; Farzan et al.,  2008 ; 
Steinfi eld, DiMicco, Ellison, & Lampe,  2009 ).  

•   The  International Children’s Digital Library  is a Web site that makes children’s 
books from many languages and cultures available online for free. It was created 
by researchers at the University of Maryland. It has served as a platform for 
research on topics such as how children search for information online, effective 
search interfaces for children, design studies, and crowdsourced translation. See 
  http://en.childrenslibrary.org/about/research/papers.shtml     (retrieved April 9, 
2012) for a lengthy list of references.  

•   Von Ahn created the  ESP Game  and followed it up with other “games with a 
purpose.” These systems were used by hundreds of thousands of people on the 
Web, pioneered the area of human computation, and were evaluated in a 
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 number of studies, including investigations of the effectiveness of human 
 computation and how to organize human computation (von Ahn,  2006 ; von 
Ahn & Dabbish,  2008 ).  

•   PARC researchers created  Mr. Taggy  (  http://mrtaggy.com/    ) to explore tag-based 
web search and the  WikiDashboard  (  http://wikidashboard.appspot.com/    ; Suh, 
Chi, Kittur, & Pendleton,  2008 ) to investigate how people make sense of 
Wikipedia.  

•   Dan Cosley and his students at Cornell created  Pensieve  as a tool to support and 
investigate the process of reminiscing (  http://pensieve.cornellhci.org/    ; Peesapati 
et al.,  2010 ).  

•   Eric Gilbert created  We Meddle  to evaluate models of predicting tie strength 
from social media interaction (Gilbert,  2012 ).  

•   Brent Hecht and the CollabLab at Northwestern University have created 
 Omnipedia , a tool that allows a user to search for the same word or term across 
multiple different language versions of Wikipedia to see the prevalence of that 
entry in the different language versions. This is an example of a tool that adds 
value to an online community by providing a layer of analysis that increases the 
opportunities to participate across groups (  http://omnipedia.northwestern.edu/    ; 
   Bao et al.  2012 ).     

    Summary and Future Directions 

 We outlined our approach to doing research on online communities, defi ned four 
levels of access researchers can have to a community, and gave a number of in-depth 
examples of research done at the various levels. We specifi cally sought to illustrate 
the  limits  of conducting research where one does not have full access to a commu-
nity and the  benefi ts —but also  risks  and  costs —of building and maintaining one’s 
own community as a research platform. Most notably, our communities have 
enabled us to carry out numerous studies where we introduced new—and often 
theory-based—algorithms and user interfaces and where we were able to evaluate 
their effects on users’ actual behavior as well as users’ subjective reactions. 

 To elaborate on the fi nal point, we are interested in ways to make the benefi ts of 
full access to an online community—crucially, the ability to introduce new software 
features and to conduct random assignment fi eld experiments—widely available to 
the research community. There are several existing (or emerging) routes to this 
already as well as possible new directions. 

 First, there are no (or very little) technical barriers to sharing datasets. This means 
that groups that maintain online communities can choose to produce (suitably ano-
nymized) datasets available for other researchers to use. Indeed, our group at 
Minnesota makes several MovieLens datasets available, and these datasets have 
been used in over 300 published papers. It would be helpful if more large-scale com-
munities follow the lead of Wikipedia and make datasets available for analysis. 
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 Second, researchers should work with commercial sites to try to increase the 
access researchers have to these sites while ensuring that the values of the commu-
nity and the desires of its members are respected. The work of Riedl and Halfaker 
on the Wikimedia Foundation Research Committee is a model here; the results will 
give all researchers the chance to do controlled experiments and test interventions at 
a large scale. 

 Third, we encourage researchers who do maintain successful online communi-
ties to make it possible for other researchers to run experiments in their  communities. 
One requirement would be to defi ne APIs to let others write programs designed to 
run on a site. Another would be to create some sort of management structure to 
approve proposed experiments, e.g., to be sure that they do not use too many 
resources or abuse user expectations. The GroupLens research group at the 
University of Minnesota has developed a proposal to turn MovieLens into this sort 
of open laboratory, but the development and administrative costs are nontrivial, so 
dedicated funding to enable this is required.  

    Exercises 

     1.    Online communities pose special problems to both technical research and fi eld 
deployments. What are those problems, and what do these researchers have to 
overcome to be successful?   

   2.    Summarize the various ways of motivating people to contribute to a community 
and their pros and cons.         
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           Introduction 

 Field deployments enable researchers to study interactions with users in situ in both 
everyday life and extreme situations. Researchers deploying robust prototypes in 
the wild may use a variety of methods for collecting data, including both qualitative 
and quantitative empirical approaches. The complexity and scope of fi eld deploy-
ments is shaped by choices about the target population (e.g., convenience samples 
vs. the general public), scale (e.g., a few local users vs. thousands of users over the 
Web), and duration (e.g., a few days to longitudinal studies over months). Although 
fi eld deployments can be expensive, resource intensive, and time consuming, they 
enable collection of rich data from  real  usage that informs future designs, develops 
stakeholder buy-in, and provides empirical evidence of the emergence and co- 
construction of sociotechnical systems through the introduction of novel technolo-
gies into everyday experiences (Cherns,  1976 ). In this chapter, we describe fi eld 
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deployments in relation to other methods commonly used in HCI research, provide 
background on how to accomplish a successful deployment study, and describe 
some of our own and others’ work in this area so that individuals may become more 
expert in this approach. 

    Deployment as an HCI Research Method 

 Field studies enable researchers to collect empirical data in a relatively naturalistic 
way. For the purposes of this chapter, we defi ne deployment studies as a type of fi eld 
study, in which the focus is on the trial of a newly developed or created technology 
(often a prototype) in situ. We consider the two key defi ning elements of deploy-
ments when compared to other HCI techniques:

•    They seek to evaluate the impacts novel technologies and particular populations, 
activities, and tasks have on each other.  

•   They seek to perform such evaluations within the intended context of use.    

 Lab-based studies, wherein representative users perform tasks that approximate 
real world actions with the technology in an artifi cial environment (the “lab”), can 
be easier and perhaps quicker to answer questions about the usability, effi ciency, or 
perceived usefulness of a system. However, lab-based studies may tell us little about 
whether and how technologies will be adopted, used, adapted, or abandoned in real 
world use. Ecological gaps (Thomas & Kellogg,  1989 ) may occur in lab-based stud-
ies through the elimination or addition of infl uences in the lab that may not be pres-
ent in the real world. In particular, lab-based studies are poorly suited to examining 
how a technology interacts with other aspects of the environment—including tech-
nology already in use, distractions and concurrent activities, social and organiza-
tional constraints on use, and so on. As an example, imagine a researcher who 
wishes to evaluate a new mobile tour guide application. By testing in the lab, she 
might be able to uncover problems with the application’s usability, such as hard to 
understand instructions, unintuitive commands and navigation operations, and infor-
mation that is poorly presented. She might also be able to learn speculative reactions 
from participants regarding how the system would or would not be useful when 
touring a new city. By conducting a fi eld deployment study, however, she could learn 
much more about how the system actually supports moment-to-moment needs when 
touring the city, while also learning how the system integrates with other concurrent 
activities such as engaging with physical landmarks and attractions, interacting with 
travelling companions, avoiding traffi c, shopping, dining, etc. 

 Understanding technology within the context of use is an important part of HCI 
research, and can be approached in a variety of ways including fi eld observations, 
interviews, contextual inquiry, and participant-observation (to name but a few, many of 
which are covered elsewhere in this book). These methods study everyday practice to 
understand people’s use of technology within particular contexts, often (in HCI, any-
way) with an eye towards designing potential future interventions. Field deployments 
frequently make use of these methods to understand the relationship of the technology 
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being introduced to the environment, but introducing new technology through the 
deployment means the very “everyday practice” that is the subject of study will be 
in fl ux. This dynamic, in turn, has implications for the application of such methods 
and for the analytical techniques used. For example, the timing of observations and 
interviews is of critical importance, and such methods may need to be repeated over 
time to understand the shifts in usage over time. They may also be applied in con-
junction with quantitatively oriented methods, such as surveys and usage log analy-
sis, to identify events worthy of further investigation or to quantify effects discovered 
through other means. In short, fi eld deployments share goals and techniques with 
other fi eld-based approaches, but their interventionist nature imposes constraints on 
the goals that can be pursued and the application of different techniques. 

 Field deployments typically begin with having developed a new prototype that 
responds to an identifi ed user need. While the researchers defi ne the technology and 
study design, the participants in the fi eld defi ne the context of use. Because much of 
the fi eld deployment results and ecological validity are shaped by the participants, 
we highlight three types of participants in fi eld deployments.  

    Convenience Deployment 

 Deploying a new technology within one’s own lab, family, or social network is  
commonly referred to as “eating your own dog food” or a “friends and family” 
deployment. For the purposes of this chapter, we describe it as convenience deploy-
ment, borrowing from the notion of convenience sampling in other empirical work. 
When conducting a convenience deployment, researchers can presume relatively 
easy access to participants—hence the convenience. Greater familiarity with both 
the participants in the study and their environments can make building and main-
taining the system simpler. However, this population is almost certainly not repre-
sentative of the larger public and may be particularly inclined to support the research 
efforts with favorable feedback. For example, after a friend had used an application, 
he told the research team he was able to successfully log out of the application—
even though later the research team discovered that he had an earlier version of the 
application in which there was no logout button. Likewise, in another project in 
which the research team deployed an intentionally invasive application in a shared 
workspace, the team had to recruit new researchers to interview participants who 
preferred not to be interviewed directly by the primary research team for fear of 
offending them (Hayes et al.,  2007 ). Despite the challenges to generalizability, these 
kinds of studies are valuable for helping the research team assess their study design 
and expectations before a full deployment.  
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    Semi-controlled Studies 

 Semi-controlled studies may involve people who know the research team and those 
who are unknown at the start of the study, but with whom the researchers have 
extensive communication and relationships throughout the study period. Creating a 
robust prototype that can withstand the abuses of participants who are unfamiliar 
with the research is a substantial challenge but necessary to get as naturalistic an 
experience as possible. Typically, in semi-controlled studies, participants are 
recruited to use the prototype for the purposes of the study and may only be allowed 
to use the technology for the duration of the study—regardless of their desire to 
continue after the study concludes. For example, when deploying a mobile health 
application, the research team might work with clinicians to support the analysis of 
health data collected through the application, but without this engagement from 
providers, long-term use of the application would not be possible. In this approach, 
some quantitative data may be collected—particularly as the numbers of research 
participants and measures grow. However, with a semi-controlled deployment, 
qualitative data may be just as, if not more, important. The intensity of this kind of 
intervention can be challenging and rewarding to both participants and researchers, 
and through it, relationships tend to grow, creating some of the same bias dynamics 
as in the convenience deployment model. While semi-controlled studies may suffer 
from some of the same challenges as convenience deployments—namely, acquies-
cence bias and lack of generalizability—they offer the research team a stronger 
position from which to argue that the deployment population and site possess care-
fully chosen characteristics that can be extrapolated to a wider community.  

    In the Wild 

 The phrasing “in the wild” implies getting as close to naturalistic usage as one can 
when introducing something novel. In this case, the technology is deployed almost 
exclusively to people unknown to the research team, who are not invested in the 
project nor in technology for technology’s sake—and in fact may be inclined to be 
critical of it. The prototype in these types of studies must be robust and may even be 
at a level of “beta” testing for a commercial product. For example, IBM Research’s 
deployment of the Beehive social networking prototype within the company 
attracted over 30,000 employee users after a year, leading to several research oppor-
tunities (DiMicco et al.,  2008 ). Having a prototype robust enough to work at this 
level allows researchers to collect “real world” usage statistics for tens or tens of 
thousands of participants. Few research prototypes make it to this level of use, but 
many commercial products, particularly Web-based on-line services, are evaluated 
using this model.   
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    Appropriate Research Questions for Deployment Studies 

 Field deployments help us better understand how people use systems in their every-
day lives, thus the questions that we can answer revolve around real world use. 
Specifi cally, fi eld deployments provide rich data about how closely a concept meets 
the target population’s needs and how users accept, adopt, and appropriate a system 
in actual use over time. 

 Field studies can also be used to validate a concept or prototype—either of a 
system design based on established or discovered population needs, or an innova-
tive technology that no one has yet seen or experienced. In these studies, having a 
fully functioning prototype is not necessary. A low fi delity prototype can often be 
informative. For example, a block of wood was used to validate the concept of the 
fi rst Personal Digital Assistant in the lab (Morrow,  2002 ). Likewise, when validat-
ing a concept, the research team might engage with a pilot population before work-
ing with the fi nal target population. For example, Amazon, Facebook, and Google 
regularly test new interfaces and services for a subset of their users before widely 
deploying changes. The pilot population does not always have to be from the target 
population, though the closer they are, the more likely the results are to be helpful 
in preparing for the full deployment. For example, in a study at UC Irvine, the 
researchers piloted an application for premature infants (Tang, Hirano, Cheng, & 
Hayes,  2012 ) with parents of full-term newborns before deploying the technology 
to parents of preterm infants. 

 A major challenge to understanding the potential use of novel technologies is in 
their long-term use. Behavior management specialists note that it can take up to 
6 months for a new behavior, such as the use of a new technology, to really take hold 
(Prochaska & DiClemente,  1982 ). At the same time, the social pressures and initial 
interest that may have driven use early on may wear off over time, enabling other 
challenges and issues to emerge. Deployment studies allow study of long-term sys-
tem acceptance, adoption, and appropriation. 

 Researchers who want to evaluate software they have created on a new device 
must carefully design study instruments to tease apart infl uences due to partici-
pants’ acceptance of the software being evaluated, other software on the device, or 
the device itself. For example, Le Dantec and Edwards ( 2008 ) reported that the 
device used in the deployment was seen as a status symbol, making it more diffi cult 
to tease out participants’ reactions to the software deployed on the device. Analysis 
of system and application log fi les, interviews, and fi eld observations help to iden-
tify the interplay, if any, among these possible factors. If new technology is 
deployed within a target population, understanding in advance how readily differ-
ent participants will adopt the technology (e.g., applying a Diffusion of Innovation 
model (Rogers,  2003 )) could help with later interpretation of observed usage and 
preference patterns. 

 For HCI researchers, the role of system appropriation and “design in action” 
(Sengers & Gaver,  2006 ) may be more interesting than questions of acceptance and 
adoption. As users take up new technologies, they mold them to their own interests 
and designs. During fi eld deployments that last weeks or months, researchers can 
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observe these phenomena over time and explore interesting research questions 
around the factors that would ultimately impact user adoption and appropriation. 
They can also actively take part in supporting appropriation by redesigning the pro-
totypes throughout the study based on feedback and observations, and iterating with 
the research participants to come to the fi nal design.  

    How to Do It: What Constitutes Good Work? 

 Learning from fi eld deployments involves putting a working prototype into actual 
use and collecting data around that use. The major steps involved in a fi eld deploy-
ment study are:

•    Finding a fi eld setting in which to deploy the system  
•   Defi ning the goals of a fi eld deployment study  
•   Recruiting participants and ethical considerations  
•   Designing data collection instruments  
•   Conducting the fi eld study  
•   Ending the deployment  
•   Analyzing the data    

 Each of these steps is described in more detail in the following sections. 

    Finding a Field Site 

 Field deployment sites should exercises the prototype in actual use while allowing 
the researchers access to study and learn from the deployment. As noted in the three 
types of participants in fi eld deployments described earlier, choosing the fi eld par-
ticipants affects what can be learned and the amount of work needed to connect with 
the fi eld. We describe several examples that illustrate some of these tradeoffs. 

 In their work on developing tools to support distributed work teams, Tang and 
Isaacs ( 1993 ) fi rst surveyed distributed teams in their own company. This survey iden-
tifi ed problems that people experienced during remote collaborations and led to the 
development of new video-based prototypes to connect the team members. They then 
deployed those prototypes in a team within the same company that were distributed 
across coasts in the USA and not personally known to the researchers using a semi-
controlled deployment study. As discussed earlier, using one’s own work setting as a 
fi eld setting usually affords a great degree of access and shared context but can raise 
questions of generalizability. However, their analysis focused on features of their par-
ticipants’ work (e.g., communication frequency, supplementing video with shared 
drawing), that they argued would be generally shared by other distributed teams. 

 More recently, in Venolia et al.’s ( 2010 ) work on using video proxies to support 
remote workers in a distributed team, they developed proxy prototypes that they 
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used among their own distributed team for over a year. Then, they found four differ-
ent distributed teams, who did not personally know the research team, to deploy the 
prototypes. The four teams exhibited different characteristics of distribution. Some 
were in the same time zone, whereas one had a 3-h time zone difference. Some 
remote participants had joined the team within the last 8 months, whereas one had 
been working with the team for 3 years. There was a range of seniority levels among 
the remote participants. This research extended beyond using the prototypes among 
themselves to study different distributed team confi gurations, while still leveraging 
the access and benefi ts of working within the same company. 

 When working with external partners to carry out a deployment, it is often neces-
sary to invest time to develop and maintain relationships before, during, and after 
the deployment. Sometimes a key individual can provide the needed access. For 
example, in Connelly et al.’s ( 2012 ) work, a nurse realized that the low-literacy 
dialysis patients for whom she cared were interested in monitoring their nutrition, 
but that their literacy levels would make it nearly impossible to monitor themselves 
with current tools. The nurse worked with computing researchers to design an 
appropriate sociotechnical solution. In this case, computing researchers connected 
with community partners that already had established relationships with the 
researcher’s institution (e.g., a university hospital or community center where 
employees regularly volunteer). In other cases, however, researchers must actively 
search for community partners and set up meetings to discuss possible collabora-
tions. Researchers at the University of Colorado sponsored luncheons where mul-
tiple community partners in the same subject area were invited. The researchers got 
an opportunity to learn about issues the community partners regularly face and the 
community partners benefi ted by learning about possible technology solutions. 

 In many cases, researchers must be dedicated to creating a long-term meaningful 
community partnership to ensure that all of the stakeholders feel valued in the col-
laborative research project. Sometimes it is a good idea to complete smaller projects 
for the community partner to begin the collaboration effort. For example, a com-
munity partner may need a Web site redesigned—although this is not research, it is 
important to the community partner and could be a perfectly scoped project for an 
undergraduate research assistant. From the community partner’s view, research 
projects typically ebb and fl ow with intense busy periods during studies and then 
down periods when results are analyzed and the system is iterated on. Researchers 
may want to consider how to maintain a regular presence with the community part-
ner during these low interaction periods. This could include having regular meet-
ings to update the entire research team on the project’s progress. When the 
community partner members are not explicitly part of the research team, research-
ers may want to regularly volunteer at the community partner site so the community 
members do not see the research team as simply a group who appears when the 
researchers need something.  
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    Defi ning the Goals of a Field Deployment Study 

 Field deployments can have a wide variety of goals and answer diverse research 
questions. A fi eld deployment study offers the opportunity to learn about how peo-
ple interact with the prototype and conduct activities to improve the prototype 
design. While there may be a blurry line between fi eld deployment research and 
actual product usability testing, conducting fi eld deployments is fundamentally 
about increasing our understanding about the prototype system in ways that gener-
alize beyond the specifi c deployment. At the same time, fi eld deployments can tell 
us a great deal about the populations and contexts studied that we may not have 
learned from merely observing their existing practices and technology use. 

    Separating Adoption from Use 

 In deployment studies, one is often asking two questions simultaneously: (1) Will 
people use this prototype? (2) If they do, will they enjoy it, will they see benefi ts 
from it, etc.? 

 In general, attracting voluntary adoption and use is an extraordinarily high bar 
for any technology to meet, and few research prototypes can attain the level of 
robustness, completeness, or aesthetic appeal that would be necessary for real-world 
adoption. As a result, many fi eld deployments feature artifi cial inducements for 
adoption and use in order to focus on other factors such as the usefulness of specifi c 
system features, the appropriateness of the system in the given social context, the 
ability of the system to be appropriated for particular participant needs and prac-
tices, or the impacts of using the system on other factors, such as users’ behavior 
changes, work productivity, etc. 

 For example, in the Estrellita project at UC Irvine (Tang et al.,  2012 ), the 
researchers struggled with whether to compensate participants for submitting data. 
Often, in medical studies, researchers compensate participants for adhering to the 
protocol, because the primary goal of the research is to determine effi cacy. Whether 
or not people would adhere to the protocol without additional compensation is left 
for a later time, after effi cacy has been established. Thus, in this study, the Estrellita 
team decided to compensate participants for each week they had actively collected 
data through the system. The researchers did not, however, go as far as many medi-
cal studies and require a certain threshold of adherence to the data collection regi-
men beyond having done something. There is no right answer to these kinds of 
decisions, but they must be factored in to the study design. Compensation schemes 
should be reported in publications so that readers can carefully analyze the results 
in light of the compensation scheme.  
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    The Guiding Light: The Users’ Needs or Research Questions? 

 Field deployments inherently require close relationships between the researchers 
and those who are participating in the research. This closeness can be seen as a 
contaminant by those who favor controlled trials. We argue that these relationships 
can provide insights and additional research questions that may broaden the research 
contribution. Developing research questions in deployment studies is often not a 
one-time endeavor. Researchers must continuously refl ect on the fi eld deployment 
process, often altering the prototype and research questions along the way. However, 
these changes may not be refl ected in their empirical scholarly articles, which focus 
on representing research questions and answers clearly and succinctly. Field 
 deployments are useful both in iteratively improving the design and in understand-
ing the social activity surrounding the use of the prototype.  

    The Context of the Researcher’s Affi liation 

 If the goals of the study include understanding adoption, use, and perceptions of the 
prototype’s qualities (e.g., usefulness, usability, desirability), researchers must be 
aware of the impact that the perceived relationship between the researcher and the 
prototype can have on the results of the deployment. As in lab studies, if the proto-
type is seen as the fruits of the researcher’s labor, whether that be a product being 
developed in industry or a new technology developed in an academic setting, the 
users may respond with a bias toward validating the researcher’s goals. On the other 
hand, prototypes that address a pressing user need, especially in sensitive contexts 
such as healthcare, may elicit user behavior that encourages further development of 
the prototype, regardless of its current utility. Deploying novel technologies in an 
industrial context may be particularly challenging in this regard. A managerial or 
corporate mandate may require employees to use the system, further complicating a 
relationship in which researchers already have substantial shared attributes with 
participants. For example, many companies have a relatively homogeneous comput-
ing environment, in which common applications (e.g., e-mail, calendaring, corpo-
rate workfl ow) and networking infrastructure can be assumed. Likewise, shared 
corporate culture can limit the generalizability of fi ndings beyond that environment, 
even in multinational corporations. 

 Academic and industrial researchers focused on settings outside the corporation 
often collaborate with community partners or researchers in other departments dur-
ing fi eld deployments. These team members each have their own work cultures and 
associated expectations. Researchers work in heterogeneous environments in which 
they must sometimes provide additional resources to make the environments more 
homogeneous (e.g., providing participants with the same mobile phone and data plan). 
Because multiple stakeholders—academic researchers and community partners—
are working on the same project, there may be bureaucratic issues related to 
 intellectual property or human subjects research protections.   
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    Participant Recruitment 

 When researchers work with community partners for a fi eld deployment, they have 
to coordinate among multiple groups within their own and with partner institutions. 
In addition, they have to avoid disrupting the partners’ functioning environments. 
Researchers and community partners should discuss their expectations for collabo-
rations, meetings, recruitment processes, project summaries, and publications early 
on in the coordination process. Some fi eld sites get more attention from researchers 
than others, such as a nearby school, hospital, or low socioeconomic status 
 community. Thus, additional communication among researchers at a particular 
institution could help ensure sites are not overburdened with studies. 

 The commitment required from research participants tends to be particularly 
intense with deployment studies. Thus, recruitment and retention in studies can be 
challenging as participants consider the impact of long-term studies on their every-
day lives. Likewise, this commitment can tax researchers. For example, if the target 
user group needs resources, such as mobile phones, and the researcher has a limited 
supply, then the researcher will have to consider a rolling deployment, in which the 
participants begin the study in different cohort groups and still have the same—or at 
least a similar—experience. Such study designs can introduce problems when com-
paring across cohorts, however. For example, in a nutrition monitoring study, the 
researcher should be careful that the rolling deployment time periods selected have 
comparable culturally infl uenced and seasonal eating habits. It would be diffi cult to 
compare usage patterns if one cohort used the system in September and October and 
another cohort used the system in November and December (when Western cultures 
have more eating related celebrations). 

    Permission to Proceed 

 Beyond the agreement of any individuals at a fi eld site, researchers often must coor-
dinate with administrators to get permission to conduct the research at the site. 

 This agreement process can include meetings, presentations, project documenta-
tion, and approval by any ethics boards at these sites in addition to institutional 
approval at the researcher’s home institutions. Submitting to multiple ethics boards 
requires careful planning and coordination to ensure everything is consistent with 
all of the submissions and any required changes from one board are approved by 
them all. If at any time there is an issue in this process, we recommend calling a 
representative from each ethics board to discuss the challenges that the researcher is 
facing. For example, in one of Hayes’s projects, an institutional review board (IRB) 
required a collaboration letter from the community partner, but the community part-
ner would not provide a collaboration letter until they received a notifi cation that the 
institution’s IRB had approved the study, resulting in deadlock. To proceed, the 
research team organized a conference call with the ethics board representatives and 
agreed that the IRB protocols could be submitted at the same time. This was then 
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followed by another call initiated by the institutional IRB to note that the study 
would be approved pending the community partner’s ethic board approval.  

    Compensation 

 A fi nal challenge in recruitment and study design is compensation. In all studies, 
one must be careful to compensate an amount that is appropriate for the socioeco-
nomic status of the participants. What is appropriate for high earners might be coer-
cive to someone earning much less. Beyond these issues, however, deployment 
studies bring additional considerations for compensation. They can be intensely 
involved and require more effort on the part of the participants than they—and even 
the researchers—might initially realize. Part of this challenge stems from our 
thoughts about compensating people based on the amount of time they spend doing 
study activities. Whereas in a lab study, use of the system for an hour might take 
place in a predictable way, an hour of system use in a fi eld study might take place 
over days or weeks in small chunks, something that is diffi cult to compensate for 
appropriately. At the same time, however, use of the system can itself be a substan-
tial benefi t that encourages people to stay engaged with the study despite the inten-
sity of the research activities.   

    Designing Data Collection Instruments 

 Fundamental to any research project are questions of what to measure and how. 
Field deployments are ecumenical in the types of methods employed, but they do 
afford some techniques not seen in other types of HCI knowledge generation. In 
particular, fi eld deployments allow for long-term repeated measures studies and for 
analysis of usage logs. Qualitatively, researchers may conduct repeated interviews, 
use surveys and other tools to garner user responses, and observe prototype usage. 
Quantitatively, researchers may wish to measure time on task, effi ciency and pro-
ductivity, task load (e.g., through tools like the NASA-TLX (Hart,  2006 )), and 
changes in user perceptions over time. Often, fi eld deployments employ multiple 
methods to enable triangulation on particular issues, including several presented in 
this book such as surveys (Chap. “Surveys Research in HCI”), log analysis (Chap. 
“Understanding Behavior Through Log Data and Analysis”), sensor data collection 
(Chap. “Sensor Data Streams”), social network analysis (Chap. “Social Network 
Analysis in HCI”), and retrospective analysis (Chap. “Looking Back: Retrospective 
Study Methods for HCI”). 

 Regardless of the methods chosen, data collection over extended periods of time 
can become a burden on participants. Repeated surveys may begin to irritate partici-
pants over time, and if those surveys are tied to system use, they can even stop using 
the prototype simply to avoid logging their use or answering questions about it. 
Thus, measures that minimize explicit user intervention may be preferable for 
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sustained engagement. These methods can include observation, log analysis, task- 
based measures, and implicit measures. Finally, a combination of participant fatigue 
and the long-term participant–researcher relationships may make participants eager 
to please. Thus, researchers must pay special attention to when and how data are 
collected. For example, it is key that the use of a prototype tool be time-stamped to 
avoid the situation in which use is considered high, but participants are only using 
the tool directly before an interview or meeting with the researchers—sometimes 
referred to as Parking Lot Compliance (Stone, Shiffman, Schwartz, Broderick, & 
Hufford,  2003 ). 

 Implicit measures, such as the number of e-mails or phone calls initiated in a 
deployment study of a novel communication tool, can be analyzed to support a 
variety of claims. However, logging activities can become burdensome if data col-
lection is not automated. For example, in one study in which participants were asked 
to document face-to-face visits in a log, there were some inaccuracies in the recorded 
data (Tang & Isaacs,  1993 ). One participant even shared an anecdote that although 
he would usually greet his colleague at the beginning of the workday, he sometimes 
skipped doing so during the study simply to avoid having to log it. If researchers 
choose to automate data collection, we encourage researchers to develop scripts 
prior to the study so they can easily analyze the data continuously during and after 
the deployment. 

 Field deployments can make use of both within and between subjects study 
designs. It can be diffi cult to recruit enough participants for statistically signifi cant 
results with either design, but of course, this challenge is more acute for between- 
subjects comparative trials. Because participant numbers can be small in deploy-
ment studies, it can be hard to measure changes in major outcomes (e.g., improved 
educational performance or behavior change). Thus, it can be particularly important 
to examine intermediate and process-based outcomes. For example, if participants 
describe in interviews becoming more aware of an activity that the system monitors, 
this outcome is indicative of the potential for future behavior change even if such 
change has not yet occurred in the scope of the study. Likewise, research teams must 
consider incremental evaluation during the deployment, such as periodic interviews, 
to inform future questions about why things are happening. 

 Because fi eld deployments are costly in terms of time and resources for all stake-
holders, researchers should ensure the study has some value for the target popula-
tion and that they are collecting enough data to yield some deeper understanding of 
the system and target population. This is one way to accomplish the Belmont 
report’s ethical goal to “maximize the potential benefi ts and minimize the potential 
harms” as discussed in the chapter “Research and Ethics in HCI.” An easy way to 
check on the data collection methods is to revisit the research questions and expec-
tations with community partners. Researchers can ask themselves, “What data do I 
need to answer these research questions?” and “Given this data that I plan to collect, 
what could I say to my research community or community partner?” Study design 
reviews, where researchers—some of whom may not be intimately involved in the 
study—meet to discuss the system and study design, may be helpful in identifying 
evaluation holes or alternative methods for data collection. 
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 As in any project, researchers learn as they conduct fi eld studies. Thus, we rec-
ommend conducting small deployments or pilots before starting a larger fi eld 
deployment. For example, the researcher and research team could pilot the study on 
themselves in the form of a convenience deployment, as discussed earlier. If the 
researcher and her colleagues are not willing to use the system or participate in 
the study as it was designed, participants should not have to go through it. Once the 
researchers have “eaten their own dog food,” then the system and study design can 
be iterated on and the team can decide if further small deployments are necessary 
(e.g., a friends and family deployment) before the true community partner deploy-
ment is initiated.  

    The Field Deployment 

 Deployment studies are messy. Events and constraints in the real world will have an 
impact on the data being collected. Researchers need to be responsive in adjusting 
the data collection, study plan, or other factors as conditions evolve during the 
deployment. We encourage transparently describing ways that the fi eld deployment 
may have evolved in response to real world events in the setting. This not only 
emphasizes the ecological validity of how real usage affects the use and the study of 
the technology, but also helps the reader interpret the data presented in the study. In 
a fi eld deployment of a video conferencing system by Tang, Isaacs, and Rua ( 1994 ), 
they included a section that discusses the messiness of the data collection that got 
favorable comments from our readers. 

 During the entire fi eld deployment, the research team must prepare for and be 
dedicated to incremental, continuous analysis to understand what is being done and 
to inform future questions. Incremental analysis can be done on any of the data col-
lected by the researchers—from checkpoint interviews to automatically captured 
usage logs. These future questions and insights can be integrated into the current 
fi eld deployment or used for refl ection after the deployment to improve the system 
and study design. The incremental analysis, however, does not replace the fi nal 
analysis where the research team looks at the complete data sets. During the fi nal anal-
ysis, researchers can revisit the questions and insights that were made during the 
fi eld deployment to verify or challenge them. 

 No matter how organized a research team is for a fi eld deployment, the study 
may still feel chaotic and the data messy. This chaos results from the all of the pos-
sible variables and situations that cannot be controlled when participants use a sys-
tem in situ. In these engagements, participants may be lost to follow up for a variety 
of reasons—moving, growing tired of the study, stolen equipment, and more. 
Likewise, research questions often change as a result of what is learned. For exam-
ple, as a system designed for teaching students began to be used by the classroom 
staff as a communication tool, the research team added research questions around 
changes in communication patterns in the classroom (Cramer, Hirano, Tentori, 
Yeganyan, & Hayes,  2011 ). This shift in research questions resulted in changes to 
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both what data were being collected, including video of teachers talking even when 
no children were present, and how already collected data were analyzed, such as by 
re-coding video of classroom activities when children were present with a new 
emphasis on teacher communication. 

    Developing and Supporting a Working Prototype 

 In addition to monitoring the data collection and continually reassessing research 
questions, the prototypes themselves often require continual monitoring and sup-
port. Members of the research team must be constantly on-call to fi eld inquiries 
from participants, community partners, and other stakeholders to troubleshoot prob-
lems, provide support, and generally make the fi eld deployment run smoothly. 
Moreover, prototypes often change during the course of a deployment as the 
researchers learn more about the system in use. Making substantive improvements 
to prototypes to address newly identifi ed requirements, usability problems, and soft-
ware bugs is standard fare when conducting fi eld deployments, and resources need 
to be allocated accordingly. 

 Even when plans are made to offer support, issues can arise. In one situation at 
the University of Colorado, the study participants did not have access to computers 
and Internet, thus we provided participants with a mobile phone number that they 
could call 24-h a day in case they had any questions or problems throughout the 
deployment. Because no calls were received, the research team was surprised to 
learn of problems participants encountered during a checkpoint interview. The par-
ticipants, who all lived in a city 45 min away, said they could not call because the 
study line was in a different area code, prompting the researchers to use a phone 
number in the same area code as the participants in future studies. 

 Regardless of plans to offer support, deployed prototypes must be robust enough 
to be independently used, usually without the luxury and handholding of technical 
support nearby. This robustness requires a considerable amount of investment up 
front to make a robust working prototype, and a commitment to providing respon-
sive technical support throughout the deployment to address issues that invariably 
arise. Researchers should pilot test the prototype in realistic settings before embark-
ing on a fi eld deployment study. Mechanisms for responding to issues that arise in 
the deployment, such as what participants should do when something goes wrong, 
should be worked out in advance.  

    Changes to the Deployment 

 In formal lab-based experiments or clinical trials, changes cannot be made to the 
intervention midstream without invalidating data collected before the change. When 
using fi eld deployments in HCI research, however, changes to the prototype and/or 
data collection regime are often necessary and the rationale for those changes and 
their impacts can add value to the research. Researchers should document any issues 
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that they encounter, ensure there are checkpoints throughout the study for discuss-
ing ideas and results, and make changes in response to anything that comes up 
unexpectedly. Reporting this messiness historically has been challenging in HCI 
publications, but is becoming more commonplace and should be encouraged. If a 
deployment is not working—either the system or study—then the research team can 
stop the deployment, pull out the system, and reevaluate the research goals, study 
design, and strategy. Some deployments may last a long time—we have seen exam-
ples where research teams decided to stop a deployment after 3.5 years to reevaluate 
the study and update the system (Cramer et al.,  2011 ; Hirano et al.,  2010 ). It is better 
to err on the side of caution than push forward with a deployment that could frus-
trate and not benefi t participants, alienate community partners, and waste researchers’ 
time and resources.   

    Ending the Field Deployment 

 At some point, the fi eld deployment will end—either because the deployment is not 
meeting the needs of the group or because the study has run its course. When a fi eld 
deployment is drawing to a close, the research team has to consider what, if any, 
impact the end of the deployment will have on the community partner and target 
population. For example, has the deployment improved any of the processes or 
activities of the stakeholders? If so, what are the ethical implications of removing 
the system? Occasionally, the IRB or community ethics board may add a require-
ment to the study protocol noting that if a participant indicates that the system is 
benefi cial, then the participant must be provided the system. In our experiences, this 
requirement has varied between providing the system to the participant for free or 
giving the participant the option to purchase the hardware and software. In the for-
mer case, the research team has to learn about any processes they have to follow by 
the funding agencies and employment site to legally give hardware and software 
away that has been purchased by the employment site. Some research teams may 
consider providing the software as part of the participant incentive. Selling the pro-
totype at least makes the costs visible to the participants and may factor into a deci-
sion about continuing use. 

 An awkward moment can arise at the end of the study when the researchers plan 
to withdraw the prototype out of daily use, particularly when the prototype has 
proven to be valuable in meeting users’ needs. For example, in the study of the 
video proxy prototypes (Venolia et al.,  2010 ), the study plan was to observe each 
group 2 weeks before deploying the prototype, 6 weeks while using the prototype, 
and for 2 weeks after withdrawing the prototype. When it came time to remove 
the prototype, one group taped a note on it asking the researchers not to remove the 
prototype because they wanted to use it for an important meeting that afternoon. 
The researchers adjusted the study schedule to accommodate the group’s request, 
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which they noted as an extra bit of data documenting the value of the prototype to 
the group. 

 Yet, research prototypes are often not built to withstand the rigors of daily use, 
nor can the research team maintain the level of technical support needed to keep the 
prototype working indefi nitely. Even with explicit agreements at the beginning of 
the study, if a prototype has become an integral part of the participants’ lives, it can 
be diffi cult to remove it. 

 In cases in which the continued operation of the prototype is viable, the research 
team must also consider what, if any, support will be available. Post-study support 
for a research system is diffi cult because researchers move on to the next project and 
do not typically have spare resources to support technology left over from previous 
projects. Often prototypes will cease to work after a time due to platform software 
updates and technology evolution. Thus, the research team should let the target 
population know clearly what kind and for how long support will be available if the 
system is kept in use after the conclusion of the study. 

 After the fi eld deployment is completed, the research team must also consider 
what type of relationship they want with the community partner. At the very least, 
the researchers must ensure that the community partner is debriefed to discuss 
study implications and insights. If the research team would like to continue the col-
laboration with the community partner, then they should revisit prior agreements to 
ensure all parties are comfortable with continued collaboration and future research 
endeavors.  

    Reporting the Data 

 Field deployments provide rich, diverse, and messy data sets for researchers to 
analyze. Although analysis methods are not unique to fi eld deployments because 
they are native to the theories and methods employed for a particular study, 
researchers must provide rich detail on what data was used from the fi eld deploy-
ment to help the research community assess the results. We encourage researchers 
to not only report on their study and analysis methods, but also report on any data 
cleaning that may have happened. For example, was Parking Lot Compliance data 
included in the analysis? If so, why was that decision made? Although Parking Lot 
Compliance data may be artifi cial in that participants generated the data in a short 
amount of time because of some study event, it can also provide the researchers 
with insights into the participants’ lives. For example, in a photo elicitation study, 
participants took pictures of the contents in their cabinets and refrigerator before 
they met with researchers. During our initial study assessment, researchers at the 
University of Colorado marked the data resulting from Parking Lot Compliance, 
but continued to refl ect on the data. In a short period of time, we found that these 
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pictures were incredibly telling about how the local dietary culture overrode the 
participant’s ethnic culture because the participant had recently moved into the 
area and went from having fresh fruits and milk in her refrigerator to having soda 
and prepackaged foods in 6 weeks (Khan, Ananthanarayan, & Siek,  2011 ). It 
would also benefi t the research community to discuss any issues the research team 
encountered with recruitment, retention, and engagement of the target population 
to help the community gauge the diffi culties in conducting a fi eld deployment in 
these environments. 

 Because every fi eld deployment is different, researchers’ experiences may vary 
depending on the theories, methods, environments, and populations of their work. 
This “how to” section therefore provides insights from our collective experience 
into how to start, implement, and fi nish a fi eld deployment study but is not entirely 
prescriptive. Researchers should plan for potential challenges that they may encoun-
ter and take advantage of the particular opportunities available in their sites and with 
the technologies they wish to deploy.   

    Becoming More Expert in Field Deployment Studies 

 Field deployments require a multiple methods approach to design the deployment, 
evaluate it, and analyze the data. For researchers who work with community part-
ners, it may be benefi cial to consider the power dynamic between partners and 
researchers in the design process to better frame their goals, methods, and commu-
nication expectations. Will researchers and community partners have an  equal part-
nership  in every step of the research process, such as in Participatory Design and 
Community-Based Participatory Design (Israel, Eng, Schulz, & Parker,  2005 )? Or 
will researchers work collaboratively  with  the target population to improve a social 
construct with Action Research (see Chap. “Knowing by Doing: Action Research as 
an Approach to HCI” (Hayes,  2011 ), and (Lewin,  1946 ))? Perhaps researchers will 
design an intervention  for  the target population with User Centered Design. 
Although there are many other theoretical lenses that researchers could consider in 
their fi eld deployments, we briefl y discuss the major approaches the HCI commu-
nity has employed. 

 Researchers can—and often should—combine qualitative (see Chaps. “Reading 
and Interpreting Ethnography” and    “Grounded Theory Method”) and quantitative 
methods (see Chaps. “Surveys Research in HCI” and “Sensor Data Streams”) when 
designing fi eld deployment studies. Researchers should refl ect on their intellectual 
commitments and preferred approaches for data collection and interpretation. For 
example, do they believe that their assertions can and should be verifi ed with col-
lected data—a positivist approach that motivates more controlled study designs? Or 
do they resonate more with the belief that social life cannot be studied the same way 
as natural world phenomena, leading to non-positivistic approaches such as those 
used in naturalistic inquiry (Lincoln & Guba,  1985 )? Deployments can be some-
what methods-agnostic, enabling the research team to choose those empirical 
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methods that most resonate with their own traditions and beliefs and to connect the 
methods most closely to the questions being asked. Ultimately, the unifying charac-
teristic of deployments is the study of system use in context, regardless of the 
empirical approach used for evaluation and understanding. 

 While fi eld deployments are used throughout HCI, they have played an espe-
cially important role in CSCW and Ubicomp research because it is diffi cult to rep-
licate the important factors that will affect system use in the lab. Beyond the papers 
already discussed on using video to support distributed teams (Tang & Isaacs,  1993 ; 
Tang et al.,  1994 ; Venolia et al.,  2010 ), there are a number of CSCW studies based 
on fi eld deployments. Erickson et al. ( 1999 ) developed an awareness tool called 
Babble that gave a visual representation of colleagues’ presence and activity in 
CMC conversations. They not only used Babble within their own group, but 
deployed it in other working groups at IBM. Their deployment helped them 
 understand how teams used Babble and led to their research insight on social 
 translucence for negotiating making contact through CMC. Similar to the Beehive 
work cited earlier (DiMicco et al.,  2008 ), Bluemail was a prototype e-mail tool that 
was deployed within IBM for over a year and used by over 13,000 employees. 
Analysis of the usage data over that deployment enabled research around different 
e-mail foldering patterns by country (Tang et al.,  2009 ) and strategies for refi nding 
e-mail messages (Whittaker, Matthews, Cerruti, Badenes, & Tang,  2011 ). Brush, 
Inkpen, and Tee ( 2008 ) looked at how seven pairs of families used a prototype cal-
endar and photo sharing system over a 5-week deployment. Given the importance 
of the social context on the use of CSCW tools, fi eld deployments are an effective 
way of studying how they are used. 

 The Ubicomp literature has a rich history of case studies paired with lessons 
learned, to describe research focused on dynamic, in situ experiences afforded by 
mobile interactions (Scholtz & Consolvo,  2004 ). The case study approach provides 
researchers with examples of study designs that could be adapted, with the addi-
tional benefi t of becoming aware of possible issues prior to deployment. Scott 
Carter and Jennifer Mankoff ( 2005 ) explored what prototype fi delity is needed to 
evaluate Ubicomp systems in certain contexts. Consolvo et al. ( 2007 ) have refl ected 
on their experiences with in situ data collection with respect to evaluator-initiated, 
context-triggered, and user initiated data collection—an important consideration for 
application and evaluation instrument design. For in situ system evaluation, 
   Hazlewood, Stolterman, and Connelly ( 2011 ) consider the diffi cult question of 
when are people participants in ambient display environments—when is someone 
interacting with a truly pervasive system or simply an innocent, collocated 
bystander? Finally, Favela, Tentori, and Gonzalez ( 2010 ) challenge the community 
to refl ect on the ecological validity—that is, how realistic the evaluation environ-
ment is—of our evaluations and argue for a middle ground between a controlled 
experiment and truly in situ assessments to better understand the perceived perva-
siveness of deployed prototypes. 

 We encourage the community to report on the messiness of their deployments 
and data analysis, but a researcher may still wonder what the limits are to reporting. 
We fi nd the principles listed in the Statement on Reporting of Evaluation Studies in 
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Health Informatics (STARE-HI) benefi cial when considering what to include in our 
publications (Talmon et al.,  2009 ). STARE-HI describes everything that researchers 
should report in each section of their paper. Although STARE-HI was designed with 
the health informatics community in mind, the evaluation study aspect of the frame-
work is applicable to any fi eld deployment.  

    Example Field Deployment Papers 

 In addition to the above CSCW and Ubicomp case studies, we briefl y recommend 
three exemplar papers that utilize fi eld deployments to better understand user needs 
(Le Dantec & Edwards,  2008 ), build on user needs to design a prototype system 
(Tentori & Favela,  2008 ), and evaluate prototype systems (Consolvo et al.,  2008 ). 
We chose these based on the study design, data analysis, well thought out implica-
tions informed by the results, and the respect the authors showed for the target popu-
lation. Readers should note how the paper authors carefully frame their fi ndings to 
show how each result is a valuable contribution to the fi eld—even in the cases where 
reviewers may think a result is banal because it is obvious—a common criticism in 
fi eld deployments. We counter that we cannot reliably  know  that a result exists until 
we rigorously study the phenomenon, thus the need for fi eld deployments. 

 Le Dantec and Edwards ( 2008 ) show how researchers can employ a photo elici-
tation study to better understand the needs of an underserved population—in this 
case, urban homeless. The authors investigated 28 homeless people’s technology 
perceptions and informational needs by providing participants with disposable cam-
eras to document their lives for 2 weeks. Participants’ images were used as refl ec-
tive probes during an interview at the end of the study. The qualitative results 
provide the reader with a well-defi ned picture of the target population. The authors 
conclude with sociotechnical interventions for homeless people that may put into 
question some of the assumptions that the HCI community has about this popula-
tion, such as homeless people’s mobile phone usage. They also have an informative 
discussion detailing the challenges they encountered while working with the target 
population. In this case, the authors deployed a technology that is already well- 
understood and robust to help shed light on the context into which that technology 
was being deployed. 

 Tentori and Favela ( 2008 ) illustrate a complete design cycle for an activity-aware 
application in a hospital environment that facilitates collaboration and coordination. 
The authors sought to create design guidelines and tools to collect contextual data 
describing specifi c activities in a hospital setting. To this end, the authors report on 
fi ndings from their 196 h shadowing study with 15 medical professionals. A major 
contribution of the paper is how the authors designed their guidelines and tools—
detailing scenarios and application features that the community can use in the 
design of their own activity-aware applications. The authors conclude the paper 
with example applications that uses the proposed tools to address the target popula-
tion’s needs. This same research team followed on this work with additional studies, 
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both controlled and naturalistic deployments, refl ecting in a fi nal paper on the 
degree of ecological validity, generalizability, and pervasiveness of these various 
deployments (Favela et al.,  2010 ). 

 Consolvo et al. ( 2008 ) designed a physical activity self-monitoring application. 
Their paper provides readers with an excellent example of the iteration that research 
teams must go through before deploying an application for a longer period of time. 
The UbiFit System paper studied how effective an ever-present mobile phone dis-
play with abstract physical activity progress visualizations (e.g., a pink fl ower to 
represent cardio training) would motivate a target population to partake in physical 
activity. The research team evaluated UbiFit with a comparative study of 28 partici-
pants over a 3-month period during the winter holiday season. The results provide 
readers with insights on how to design studies to evaluate the effectiveness of spe-
cifi c application features. In addition, the authors highlight how quantitative and 
qualitative data complement each other to further bolster overall arguments about 
the interface effectiveness to motivate physical activity. The authors conclude with 
a refreshingly candid discussion about the target population’s experiences in the 
study and their own study design limitations.  

    Personal Testimonials 

    Katie’s Story: But Can They Do That?! 

 During my Ph.D. research I investigated how to empower low-literacy dialysis 
patients to better manage their nutrient and fl uid intake. When we proposed a mobile 
application that could provide dialysis patients with the ability to scan or select food 
icons from an interface to receive real-time feedback on what they were consuming, 
we were inundated with “But can they do that?” type questions that ranged from 
using technology to scan food items to understanding what patients really consumed 
in their everyday lives. Soon after completing lab studies that showed they could 
complete tasks on the technology, we were asked, “Sure, but can they do that  all day 
long ?” Thus, began my introduction to fi eld deployments—the only way I could 
really fi nd out if patients could complete these tasks in their everyday lives. 

 I typically work with underserved populations, so it is important for me to choose 
methods and technologies that relate to existing practices to help participants better 
envision their part in the study. I have shadowed participants and conducted photo 
elicitation studies to understand their needs. I also evaluate new prototypes by uti-
lizing system logs, application logs, checkpoint interviews, validated survey instru-
ments, and best practices for the fi elds we are collaborating with (e.g., 24 h food 
recalls). It is typical for the study facilitators to share about themselves in reciproca-
tion of how much the participants’ share with them. I enjoy these informal conversa-
tions because they develop deeper relationships with participants.  
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    Gillian’s Story: “There Is Nothing So Practical 
as a Good Theory”—Kurt Lewin, 1951 

 As an undergraduate student, I interned at the NIAID in Tony Faucci’s AIDS lab. 
For a wanna-be AIDS researcher, there was literally no better place to be in the 
USA. After 2 weeks of watching my petri dishes and carefully noting their progress, 
I was bored senseless. My mentor took me down to the lab where we drew blood 
from volunteers who are HIV+. I was invigorated talking to them about their stories 
and only regretted that the mechanisms of disease eradication we were studying in 
the lab were years if not decades from human use. I returned to Vanderbilt with a 
sense of renewed interest in research and a sense that I really ought to change my 
major from Molecular Biology to something that would let me get out there with 
people. As much as it might not seem so on the outside, I found computer science 
to be the place that let me do that. 

 As a graduate student, then, I was always interested in how what we were learn-
ing and theorizing and postulating could be used in the real world. Ever a pragmatist 
and a bleeding heart, I sought opportunities to do “applied” work, never seeing 
applied as a dirty word (see my other chapter in this book, “Knowing by Doing: 
Action Research as an Approach to HCI”). At the same time, I became deeply inter-
ested in how building, creating, making, and sharing technologies can be used to 
further our understanding of the world. It is the synergy of creating tools and knowl-
edge at the same time that brought me to love deployment studies as an approach to 
HCI research.  

    Mark’s Story: When Is It Worth the Pain? 

 I employ fi eld deployments as one of many research methods, along with qualitative 
fi eld studies, system building, and lab-based user studies. My interest in fi eld 
deployments as a way of knowing stems directly from my use of multiple methods 
and the challenge of choosing which methods to use to answer specifi c questions. 
Like many HCI researchers who build systems, I dream of seeing my work in the 
hands of real users in real situations, but my experiences with deployments (e.g., 
(Newman, Ducheneaut, Edwards, Sedivy, & Smith,  2007 ; Zheng et al.,  2010 )) have 
led me to wonder about whether and when the pain of deploying is outweighed by 
the knowledge that might be gained. To help address this question for my own ben-
efi t and for the benefi t of the HCI research community, I assembled a panel at HCIC 
2011 that led to this book chapter.  
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    John’s Story: Field Deployments as the Intersection of Design 
and Ethnography 

 I see fi eld deployments as an integral part of the design process. I was trained in the 
Design tradition to begin any design process with “need-fi nding” to identify what 
unmet user needs inspire designing something new. Yet, at the time, design schools 
did not offer any systematic methods for observing the world to identify these needs. 
Then I was introduced to Lucy Suchman’s ( 1987 ) research on applying ethno-
graphic methods to understand how users interact with technology. I saw these 
methods as a rich approach for need-fi nding by observing ways in which technology 
was not fully meeting the user’s needs in current work practice. Studies of existing 
work practice are the starting point for designing and building some new technology 
to address user’s unmet needs. 

 For me, fi eld deployments are interesting because they sit at the intersection of 
designing something new and ethnographically observing it in use. Upon building a 
working prototype, placing that prototype into actual use in a fi eld deployment exer-
cises the design to help examine how it is meeting the user’s needs. Field deploy-
ments provide an opportunity to validate the design, identify improvements for the 
next design iteration, and come to a better understanding of the user’s activities that 
could lead to other design explorations.   

    Exercises 

     1.    How are fi eld deployments different from experiments? From quasi-experiments?   
   2.    How does ending a fi eld deployment compare with ending an engagement 

in Action Research? What can be done to mitigate the problems generated by 
the end?         
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           Fools rush in where Angels fear to tread . 

  Alexander Pope  

   When I was working    towards my PhD in psychology and cognitive science, I ran a series 
of experiments investigating whether people could hear the length and material of struck 
wood and metal bars. My curiosity was motivated by J.J. Gibson’s ( 1979 ) ecological theo-
ries of perception. If, as he argued, our visual perception has evolved to “pick up” informa-
tion about the world conveyed by the structure of light, then, I surmised, our hearing might 
well be attuned to auditory information about sound-producing events. In my pursuit of an 
experimental demonstration of this, I spent months fi nding just the right kinds of metal and 
wooden bars, experimenting with recording conditions to capture just the right set of 
sounds, tinkering with experimental instructions and response scales, and running numer-
ous “pilot studies”. Finally, when I had everything working well, I collected my experi-
mental data and spent more months trying out different analysis methods until I found 
several that seemed to give clarity to the data—and fi nally, the experiment was done. 

 Writing up the study, I used the canonical structure for reporting experiments. I set 
the scene both theoretically and in terms of related work, using that to motivate a set 
of hypotheses, describing my methods, stimuli and procedure, and then reported the 
data and discussed how they refl ected on my initial hypotheses. What I did not do—of 
course!—was talk about all the work done to achieve the fi nal data set: the shopping I 
did in specialist hardwood stores, the improvising of foam mounts that would let the 
bars sound when struck, the ways I tried to get participants to listen to the right things, 
and so on. Instead, I told the story the way I had been taught, as a linear narrative from 
theory to experiment to data and back to theory, in which each step was logically con-
nected to the previous ones and to those that followed. 

      Science and Design: The Implications 
of Different Forms of Accountability 

             William     Gaver    

        W.   Gaver      (*) 
  Interaction Research Studio ,  Goldsmiths, University of London , 
  Lewisham Way ,  London   SE14 6NW ,  UK   
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 Flash forward 20 years, and I am a designer working on another project. As part 
of a larger consortium that included computer scientists and sociologists, a team 
from my studio—itself quite interdisciplinary—developed a system called the Local 
Barometer and deployed it to a volunteer household. This involved installing an 
anemometer in the back garden so we could measure wind speed and direction 
 outside the house, and using this to control an algorithm that searched for online 
advertisements originating upwind from the home. Text and images from the adver-
tisements we found were displayed on a series of six small devices designed to be 
positioned on various shelves, racks and tables around the home, after some pro-
cessing to remove overtly commercial references, emphasise the resemblance to 
poetry, and adjust aspect ratios. The notion was that the system, which had been 
inspired by a wide range of infl uences, might raise awareness of the sociocultural 
landscape around the home—but we were not committed to this idea either as a 
hypothesis or goal; instead we treated the notion as a potentially disposable guide 
for our thinking about the design. 

 Once we had everything set up and running in the household, we gave our pri-
mary contact, R, a “user manual” and explained how the system worked. But we 
avoided telling him about how we thought he or his friends might use it or what our 
ideas were in developing it, since the point of the exercise was to see how they would 
interpret this situation on their own, without our help. Over the following month, we 
used a variety of means to see what R had made of the Barometers. Detailed reports 
were made by an ethnographer on our team, who visited the house, observed how R 
interacted with the system and had many long conversations with R about it. Another 
source of information was unexpected: the Barometers had a technical fl aw (faulty 
garbage collection in the operating system of the mobile telephones we used for 
their implementation), which meant that they had to be rebooted every few days. R 
eventually learned to restart the devices himself, but until then our regular “service” 
visits provided opportunities for informal chats about the devices that seemed par-
ticularly revealing because their ostensible purpose had nothing to do with assess-
ment. Finally, we captured yet another perspective by hiring a professional fi lmmaker 
to make a documentary video about R’s experiences with the devices. To ensure 
what independence we could, we did not tell the fi lmmaker about the devices or our 
intentions for them, but let him learn about them from R himself. Moreover, we were 
never present during fi lming, and explicitly told the fi lmmaker that we did not want 
a promotional piece, but instead his own potentially critical account. 

    Characterising Science and Design 

 In many ways, the two projects I have just described are quite similar. In each case, 
I was involved in devising and implementing a physical situation (vibrating bars, 
and the Local Barometer), which involved a great many pragmatic and exploratory 
activities. In both cases too, what I made was infl uenced by, and meant to be 
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informative to, a body of ideas about people and the world (ecological psychology 
in the fi rst case, designing for ludic engagement 1  in the second) that served not only 
to describe existing things but also to suggest new avenues for exploration. Also in 
both cases, I created the physical situation in order to put it before people uncon-
nected with my profession (the “participants”) to see what they would make of it. 
Finally, in each case I pursued these activities as a form of research—in other words, 
I did what I did to learn something new, and presented an account of the process and 
results to an academic research community (see Gaver et al.  2008 ; Gaver  1988 ). 

 Yet the two projects were also different in ways that I will suggest are important. 
The impact sound experiments were motivated by the possibility of applying Gibson’s 
thinking about light and vision to questions concerning sound and hearing, not in an 
analogical or metaphorical way but as a logical extension of his analysis to a new 
domain. In contrast, the Local Barometer was inspired by a wide range of infl uences, 
all helping to shape the fi nal result but without the closely linked reasoning that led 
to my recordings of impact sounds. Similarly, I had fairly specifi c hypotheses about 
the impact sound experiments: I expected, on the basis of theory and my analysis of 
sound-producing events, that people would be able to hear both the material and 
length of struck bars with a good degree of accuracy. In contrast, our expectations for 
the Local Barometer were much more nebulous—we hoped that people would fi nd 
the system engaging, and told our stories about sociocultural texture, but in reality we 
had little idea how people might use or think about the system in their day-to-day 
lives. Nor did the vagueness of our expectations worry us: on the contrary, the pros-
pect of inciting surprising forms of engagement was what motivated the study. In 
addition, although I constructed the apparatus and thus the sounds used in the impact 
sound experiment, they were interesting precisely because they were representative 
of phenomena that are wide-spread and well- known, and in that sense there was noth-
ing new about them at all. In contrast, the Local Barometer was interesting precisely 
because it  was  novel: to our knowledge, it represented a form of electronic threshold 
between the home and its local environment that had not existed before. 

 In this chapter, I want to explore the differences between doing these kinds of 
projects—which I take as typical of research through science on the one hand, and 
through design on the other—in more detail. 2  To be sure, I am mindful of the perils 
of trying to characterise science or design as if either were a unitary endeavour. 
After all, disciplines that identify themselves as branches of the sciences range from 
particle physics to library sciences, and involve vastly different mixtures of quanti-
tative and qualitative theory, experimentation and empirical observation, taxonomic 
classifi cation, procedural know-how, and long apprenticeships. Equally, activities 
self-identifi ed as design vary from those that rely explicitly on individual and group 

1   Ludic engagement refers to forms of interaction that are not utilitarian or task-oriented, but 
exploratory, provisional and curiosity-driven: playful in the broadest sense (see Gaver,  2009 ). 
2   Many others have discussed whether and how design and science are distinct approaches, as well 
as whether they should be or not. I do not present a survey here, but see e.g. (Cross, Naughton, & 
Walker,  1981 ; Louridas,  1999 ; Schön,  1999 ; Cross,  2007 ; Stolterman,  2008 ; Gaver,  2012 ; and 
particularly Nelson & Stolterman,  2003 ). 
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creativity to so-called design science, and practices ranging from work done directly 
for commercial clients, to that done in the design departments of large organisa-
tions, to entrepreneurial work with no client other than eventual buyers, to practices 
verging on the artistic whose “clients” might include galleries and collectors. I do 
not want to argue about which of these constitute “real” science, or “real” design. 
Instead, I appeal here to design and science as categories identifi ed not by a set of 
defi nitional criteria, but by features that each tend to have in common. From this 
point of view, a given activity is counted as a science, or as form of design, depend-
ing on its similarity to canonical examples of each. What I want to do here is char-
acterise what I think are fundamental distinctions between science and design 
identifi ed in this way. Given my appeal to a defi nition of science and design based 
on family resemblance, the test of these distinctions is not whether they hold for all 
examples of self-defi ned science and design, but rather whether they are recogni-
sable for the kinds of activities we most readily identify as one or the other—a 
 matter which readers will have to decide for themselves. 3  

 With those provisos, it is time to rush in, and discuss the differences between 
science and design.  

    A Matter of Accountability 

    Refl ecting on my experiences working as a scientist, and later as a designer, a core 
difference in pursing research from these traditions has to do with the issues that 
must be addressed in defending each kind of work from the criticisms and questions 
of colleagues. 

 Presenting scientifi c research such as the impact sound study, I would expect to 
be asked a series of questions, all of which amount to variations on a single one: 
“how do you know what you say is true?” These are questions about process, includ-
ing conceptual and practical moves and the linkage between the two. How did my 
experiments operationalise the theory I was testing? Did I control for any potential 
confounds? How many participants were there? Were the stimuli presented in ran-
dom order, or perhaps using a Latin Square design? Would an alternative explana-
tion render my results inconclusive? And so on. How interesting my results 
were—whether they were counter-intuitive, or shed new light on a phenomenon or 

3   To make matters worse, I am purposely not distinguishing design in general from “research 
through design” in what follows. Such a distinction is neither simple nor productive, in my view. 
For instance, people have suggested that research through design is different from “real” design in 
not having a client, or clear problem to solve. But researchers do have their clients, including 
research funders, academic audiences, and the people who might encounter their work, and these 
are not so different from the managers, colleagues, other departments, purchasers and end users 
that “real” designers have to please. Equally, many “real” designers do not solve problems so much 
as they explore new confi gurations of materials and form in an endless conversation with each 
other and the surrounding culture, while practitioners of research through design commonly  do  
address problems, such how to refl ect new aspects of human experience. 
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theory, or simply displayed a pleasing sense of elegance and order—were secondary 
concerns. To be sure, the topicality, novelty or potential benefi ts of a given line of 
research might help it attract notice and support, but scientifi c research fundamen-
tally stands or falls on the thoroughness with which activities and reasoning can be 
tied together. You just cannot get in the game without a solid methodology. The 
most astonishing fi nding is without scientifi c merit if its methodology is suspect. 
Conversely, the most pedestrian result is scientifi cally valid if it can be shown to be 
the result of a meticulous approach. 

 The situation is different for design. The basic question here is “ does it work? ” 
The issue of whether something “works” goes beyond questions of technical or 
practical effi cacy to address a host of social, cultural, aesthetic and ethical concerns. 
Is it plausible to think that people will engage with a system that is not guided by 
predefi ned tasks? Can you really scrape information from the Web that way? Does 
the form and colour fi t the context, with the appropriate functional, social, cultural 
and aesthetic connotations? Does the design tend to stereotype the people and places 
it addresses? To be sure, questions of process might enter the discussion—how did 
you come to think of your user group in such a way? Why did you choose to use that 
form of input?—but such questions are not grounds in and of themselves for judg-
ing a design successful or unsuccessful. Instead, they are asked to elicit answers 
providing resources for better appreciating a design’s intentions and plausibility. 
They may help critics to “get it”, perhaps by allowing interpretation from other 
perspectives, or by reassuring clients that an idea responds to needs of potential 
customers—or they may fail to help a design that is slow to convince. Still, it is 
perfectly possible, even common, for a compelling, eye-opening design to emerge 
from a process that is idiosyncratic and even a bit mad. We talk of “inspired” ideas 
with more enthusiasm than we talk of “informed” ones. And successful designs 
validate new methods and conceptual perspectives, rather than the other way around. 
In design, even the most meticulous methodology will not redeem a bad design, and 
even the most hare-brained processes will not ruin a good one. 

 The distinct sorts of questions asked of science and design manifest the different 
kinds of  accountability  that apply to each—that is, the expectations of what activi-
ties must be defended and how, and by extension the ways narratives (accounts) are 
legitimately formed about each endeavour. Science is defi ned by epistemological 
accountability, in which the essential requirement is to be able to explain and defend 
the basis of one’s claimed knowledge. Design, in contrast, works with  aesthetic 
accountability , where “aesthetic” refers to how satisfactory the composition of mul-
tiple design features are (as opposed to how ‘beautiful’ it might be). The requirement 
here is to be able to explain and defend—or, more typically, to demonstrate—that 
one’s design  works . 

 In suggesting that science is epistemologically accountable, and design aestheti-
cally accountable, I do not mean to suggest that other concerns are completely 
irrelevant to these pursuits. As I have suggested, the topicality, intrigue and poten-
tial impact of a given scientifi c research project can have a huge infl uence on 
whether it is lauded at conferences and attracts multimillion dollar funding, or lan-
guishes in the back corridors of some university. But before questions of timeliness, 
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interest and relevance even arise—the prerequisite for them making any sense at 
all—the scientifi c validity of the project must be established. The most eloquent 
narrative about potential impacts (increasingly demanded by funding agencies) will 
not redeem a proposal judged to be unscientifi c by reviewers; equally, the most 
feted, faddish, and even effective diet plan may be derided as unscientifi c if there is 
insuffi cient evidence to validate it. The epistemological accountability of scientifi c 
projects is  essential , while interest and impact are not defi nitional of science. And 
the converse is true for design’s accountability to “working”: the ability to talk a 
convincing game about the mind-blowing conceptual fl ights and hundreds of 
person- hours behind a given design may help draw attention to it, but this will not 
make it a valid design if it is incoherent, unfi nished or implausible. Its aesthetic 
accountability—its ability to integrate functional, formal, material, cultural and 
emotional concerns (for instance)—is  essential , while arguments based on process 
are, at best, secondary. 

    Mechanisms of Progress 

 The different systems of accountability for science and design—the need to be able 
to defend one’s knowledge, on the one hand, and that one’s productions work, on 
the other—parallel the different strategies the two endeavours use to proceed. 

 For science, the logic of day-to-day research—what Kuhn ( 1970 ) called “normal 
science”—revolves around an iterative process of using theory to understand obser-
vations of the world, and observations to test and extend theory. Theory, usually 
taking the form of an ontology of entities and the causal connections amongst them, 
embodies an explanation of phenomena of interest and potentially allows their pre-
diction. There are two basic pathways to theory expansion. The researcher may 
gather observations of a body of phenomena that appears theoretically salient, or 
which simply happens to seem interesting. Gathering repeated observations allows 
induction of new hypotheses that may modify relevant theory. The more stereotypi-
cally “scientifi c” route, however, goes the other way, relying on theory’s nature not 
only to explain phenomena and their relations that have already been observed but 
also, through its mechanism of entities and connections, to have implications about 
things that have not yet been seen. Where those implications are not so close to 
established fact as to be axiomatic, or where the theory is unclear in its implications 
(and note that identifying either condition relies on the scientists’ experience    and 
skill) a set of hypotheses may emerge about a possible state of affairs suggested by 
the theory. So, for example, thinking about how ecological psychology might be 
applied to auditory perception led me to hypothesise that people might be able to 
hear the physical attributes of sound sources. In order to test hypotheses such as 
these, they need to be operationalised in the form of a set of experiments or observa-
tions that simultaneously refl ect the hypothesis and can yield unequivocal data. 
Operationalised hypotheses allow salient phenomena to be assessed empirically to 
see whether they fi t the theory. This typically involves the situating of general 
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hypotheses in particular contexts (e.g. specifying that everyday listening might 
apply to hearing attributes of impact events), the contrivance of experiments or 
other data-collecting activities, and the analysis of data, all deployed not only to 
determine whether the observed phenomena agree with the theory but also to 
 elaborate the theory or even modify it. 

 There is a set of core values that characterises the pursuit of scientifi c knowledge, 
whether through induction or hypothesis testing, which the methods developed for 
pursuing knowledge in these ways seek to realise. Perhaps most important is that 
scientifi c knowledge should be  replicable , able to be reproduced by others, both to 
allow it to be built upon and as a fundamental guarantee of its epistemological 
accountability. This means it should be  objective , with a truth-value independent of 
individual experimenters. It should be  generalisable , in the sense that scientifi c phe-
nomena are expressed and understood abstractly enough that instances of them can 
be found in a wide variety of circumstances. Scientifi c theory is ideally  causal , 
explaining the connections amongst related phenomena as a matter of necessity 
rather than correlation or coincidence. Theory should not only  explain  phenomena 
that have already been observed but also  predict  new ones. And so on. Perhaps the 
most essential value is  defi niteness . Being able to say  what  you know—precisely, 
and ideally quantifi ably—and  how  you know, and  when  or under what conditions 
what you know is known to be true—these are the hallmarks of science. 

 Of course, as those versed in the sociology of science, science and technology 
studies, and similar fi elds have shown, these values are not simply given or received; 
they have to be  achieved  in the doing of science. Latour ( 1987 ), for instance, points 
to the “Janus faces” of science: if one looks at science after the fact, then the account 
above may fi t, but if one looks at science as it is happening, things look very differ-
ent. As numerous empirical studies have shown, scientists do not proceed in any 
simple mechanical way from theory to hypotheses to tests to conclusions. As my 
own introduction illustrated, a huge amount of work behind the scenes is done to 
produce the simplest experimental demonstration. Moreover, a great deal of post 
hoc rationalisation goes into aligning empirical data, hypotheses and theory. 
Scientists rarely or ever explain their methods suffi ciently to allow replication, and 
anyway few scientists ever bother to replicate work done elsewhere. On top of that, 
the success of any given scientifi c endeavour will depend on the way that (from the 
perspective of the received account of the scientifi c method I gave above) “extra- 
scientifi c” agencies can be marshalled: for example, whether or not a given line 
of research will be supported by employers and funding bodies, fi nd sympathetic 
reviewers and take a signifi cant place in webs of citation depends on the technical 
resources to demonstrate its merit, as well as its authors’ reputations, social- 
professional networks and potential for reciprocal infl uence (c.f. Latour,  1987 ). In 
the end, the so-called “scientifi c method” outlined above is an  achievement , an 
account hewn from processes that are far more complex and embedded in the prag-
matic politics of science than it admits. 

 Nonetheless, the core values of replicability, objectivity, generalisability and so 
on remain central in this process, because they serve to  guide  the efforts, to provide 
a goal for what should be achieved. Even if the “scientifi c method” is a 
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simplifi cation of what science in action is actually like, it is a simplifi cation that is 
upheld as an integral ritual in the doing of science. Whether or not science actually 
proceeds according to the logic from theory to hypothesis to data to analysis to 
theory, this is how it is  presented , in academic articles, in conferences, in job talks 
and in funding applications. It was not by accident that when I wrote up the struck 
bar experiments, I omitted details about how they came to be—the shopping for 
wood, the cutting and sanding, the fabrication of a mechanism to strike them—and 
the way they came to be analysed—playing with the parameter space of a time-
varying Fourier analysis, the different 2- and 3D visualisations I tried, and so forth. 
Nor did I leave these details out to save space or avoid boring readers. No, I did not 
report those details because they were irrelevant to the clear causal fl ow between 
logic, materiality, events and their interpretation I needed to establish, and thus 
needed to be omitted from the project’s offi cial history muddy lest that fl ow be mud-
died. For it is in terms of that stream of logic that scientifi c research is formally 
 assessed  by reviewers. Conference committee meetings may give rise to any num-
ber of discussions about how boring or wrong-headed a piece of scientifi c research 
is, but when it comes time make a formal decision then methodological weaknesses, 
not aesthetic (or cultural, or political) shortcomings, are the resources panel mem-
bers use to justify rejection. Funding agencies and recruitment committees may turn 
down an applicant on the grounds that a given line of research is outside their scope, 
or that its impact will be minor, but the surest path to rejection is by failing to estab-
lish epistemological accountability, whether because of faulty reasoning, a mis-
judged method or a simple lack of clarity about the logic and activities used to 
pursue a topic. Researchers know this, of course. They know they must outline a 
research plan that follows scientifi c logic if they want to gain funding, and they 
know they must present a completed piece of research according to the logic of sci-
ence if they want to be published. And because of this, no matter how much extrane-
ous backstage activity may go unreported, and no matter how post hoc the account 
may be, then unless they are out-and-out frauds there will be, running through sci-
entifi c researchers’ day to day research activities, the skeleton of the scientifi c 
method presented above. As a post-hoc rationalisation, the logic of scientifi c method 
may seem to be a fi ction, or even a lie, but if so it is a lie by omission not commis-
sion, and a fi ction that guides and constrains real scientifi c activity. 

 For design, the logic of activity is different. The designer encounters a world, 
which crucially includes designed artefacts as well as people and physical phenomena, 
and has the job of fashioning something new that works for that world. A signifi cant 
step on this journey is the development of a proposal, or proposals, about what 
might be built. Proposals may vary widely in their specifi city, from evocative and 
unrealisable sketches, to abstract representations of intention, to relatively complete 
specifi cations or scenarios. In each case, the role of design proposals is both to cre-
ate and constrain. On the one hand, they suggest things that might be made, things 
that have not hitherto existed. Simultaneously, their collection implicitly limits the 
myriad possibilities for design offered by a given situation by focusing attention on 
one or a few more-or-less concrete confi gurations. For instance, the Local 
Barometers came about when, after some time exploring ideas for a project in which 
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we knew, simply, that we would develop new technological artefacts for the home, 
one of us started exploring notions of information being carried into the home by 
the wind. Once a proposal is agreed on, this serves as a brief for further elaboration 
and refi nement of what the artefact  will  and  will not  be. Typically this involves a 
combination of progressively more focused design explorations and proposals, 
including what Schön ( 1983 ) calls a “conversation with materials”, as a myriad of 
decisions are made (Stolterman,  2008 ) and the artefact that will actually be built is 
resolved. Finally, the fi nished artefact is assessed through some combination of cri-
tique, commercial success or failure, and empirical study of what people do with it 
and how it might affect their lives, until accounts about it settle down, and it is ready 
to take its place in the world and its artefacts to serve as a context for new designs. 

 It is tempting to see parallels between the basic mechanisms of science and 
design progress described here. Are not design proposals like hypotheses, suggest-
ing possibilities that might be investigated—in the case of a scientifi c hypothesis, 
the possibility that a certain supposition may be true; in the case of a design pro-
posal, the possibility that a certain artefact (or kind of artefact) might “work”? And 
are not products like experiments, contrived to allow empirical test of the conjec-
tures embodied by design proposals? For that matter, are not scientifi c experiments 
themselves designed products, artefacts that must be invented and refi ned just like 
a new chair or an interactive website? Of course they are—and yet, like any anal-
ogy, the focus on similarities between science and design obscures as well as 
reveals. Worse: the analogy of science and design is positively dangerous, because 
it obscures the very features that give each endeavour its specifi city and potency. 
For where scientifi c hypotheses sprout from a ground of theoretical or empirical 
confi dence, design proposals are inventions that spring up under the infl uence of a 
potentially unlimited number of infl uences that include, but are by no means lim-
ited to, theoretical frameworks or empirical observation. Where scientifi c hypoth-
eses are uncertain because they project tentatively from truths confi dently held 
towards those that are conjectural, design proposals are vague because they are 
tools for imagining things that do not yet exist. Scientifi c studies are contrived to 
 control and hold apart  the factors that potentially cause phenomena of interest; 
designs are arranged as confi gurations in which elements  merge and blend  like 
ingredients in a recipe. Finally, scientifi c activities seek to discover, explain and 
predict things that are held to pre-exist in the world, whereas design is fundamen-
tally bent on creating the new.  

    Design and the New 

 Science uncovers what exists, and design creates the new. This might seem the most 
profound difference between the two endeavours, and given how many other com-
mentators suggest that this is the case, it may seem strange that I have not high-
lighted it before now. And indeed, this distinction does seem to underlie much of 
what is different about science and design. Science is based on realism, a deep 
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assumption that things exist apart from our thinking of them, and further that they 
interact in non-arbitrary ways, with the complexity we normally experience result-
ing from a smaller number of underlying principles. The goal of science is fi gure out 
how the world works by dismantling its complications, teasing out its separate ele-
ments, and fi guring out how they interlock to operate together. The fundamental 
assumption of design, in contrast, is that new things can—and should—be made. 
The goal of design is to make the world work in new ways by producing new com-
plications, assembling elements in new ways, and crafting them to work together. 
Design can work with the world as found: it does not have to concern itself with 
realism in any deep way, nor does it have to get to the bottom of how things really 
work. It may do so, of course, and often designers are adept at fi nding radical new 
ways of understanding materials, people and processes in the course of their work. 
But this is not a requirement for good design, because design is not responsible for 
explaining the world as it is, but for producing new artefacts that work. 

 Design’s concern for creating new things leads to a different set of values than 
those for science. Good science is characterised by replicability, objectivity, gener-
ality and causal explanations. Successful design artefacts, in contrast, are character-
ised by  working —by functioning effi ciently and effectively, by solving problems 
neatly or reconfi guring them insightfully, by using materials and production pro-
cesses in elegant ways, and so forth. Beyond this, some designs—perhaps many of 
those that succeed in the ways just described—embody other values that make them 
as powerful in opening new understandings of the world as scientifi c discoveries 
are. Think of Durrell Bishop’s answering machine (Crampton-Smith,  1995 ), in 
which messages are represented by RFID tagged marbles, allowing them to be 
manipulated, relocated and used with other devices. This opened the world of tan-
gible computing by showing how the affordances of the physical world could be 
harnessed to communicate those of the digital one. Or remember the way the iPod 
superseded portable media players not only through its elegant product design but 
also by its ability to merge and detach from an online world of commercial and non- 
commercial media (Levy,  2006 ). Or consider the Brainball (Hjelm and Browall, 
 2000 ), in which winning a contest requires being more relaxed than one’s opponent, 
simultaneously demonstrating neurological interaction and playfully subverting 
competition to create an entertaining and thought-provoking game. Such designs 
have  individuality : they possess their own character, which is not only original but 
also integrated and with a clear personality or style. They  resonate , reminding and 
energising and speaking to a wide and potentially incommensurable variety of infl u-
ences, issues, artefacts, phenomena and perspectives, both natural and cultural. 
They are  evocative , stimulating new possibilities for design, whether similar, 
 compatible, extended or even counterbalancing. And perhaps most of all, they are 
 illuminating , reaching out beyond their immediate functionality to suggest new 
ways to perceive and inhabit the world. 

 Designs’ values are deeply bound to its fundamental undertaking of realising 
new possibilities, but it is only this in combination with its aesthetic accountability 
that distinguishes it most surely from science. Design’s concern with the new, and 
science’s with the existing, may distinguish them from each other, but it is not 
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enough to distinguish them from other kindred disciplines. Literary fi ction, poetry, 
the arts, documentary fi lmmaking, and at least some strands of the humanities can 
all offer insights into “what is” while eschewing scientifi c methods and embracing 
aesthetic accountability. Engineering and other forms of applied science, on the 
other hand, routinely use scientifi c theories, methods and fi ndings to construct 
“what might be” using a form of epistemological accountability (“how do you know 
it won’t fall down?”). It is the  combination  of accountability plus orientation to 
what exists that best captures the differences between science and design. And in 
my view, it is their contrasting accountability that allows their most characteristic—
and productive—differences to be best appreciated.   

    Design Methods and Productive Indiscipline 

 The reason I suggest that design’s aesthetic accountability is more useful as a focus 
than its orientation towards the new in understanding how it operates differently 
from science is because of the methodological implications of that accountability. 
Sciences’ epistemological accountability, its commitment to being able to answer 
questions about how one knows one’s assertions are true, constrains its methods 
towards those that tend to be empirical, specifi ed in advance, standardised, replica-
ble, independent of the observer and (ideally) quantifi able. Design’s aesthetic 
accountability, in contrast, means that its methods do not necessarily have to have 
any such characteristics. They may, of course—aesthetic accountability does not 
imply that scientifi c methods are out of bounds—but equally, design may thrive on 
information that is fi ctional as well as factual, and on reasoning and activities that 
are improvised, unrepeatable and highly personal. Design methods often exhibit a 
 productive indiscipline  thanks to their freedom from epistemological accountability. 
That is, design processes are not bound to particular theoretical or methodological 
rationales, but can borrow from all disciplines or none. Even more subversive, from 
a scientifi c point of view, all this can be left unclear. Knowing whether something is 
true or not, whether things have changed or whether a view is idiosyncratic or 
widely shared may simply not matter when it comes to design. On the contrary, in 
some cases a lack of knowledge (and meta-knowledge) leads to just the sort of con-
ceptual space in which imagination seems to thrive. We might say that, where sci-
ence relies on epistemological  accountability , design can often work from a kind of 
epistemological  ambiguity . 

 Many of the design methods used in my studio illustrate the kind of fl uid fl ow 
between certainty and speculation that design allows. In this section, I discuss some 
of these methods, organised according to the typical project trajectory we use for 
describing our projects. In this account, design projects typically progress through 
four stages linked by different sorts of activity. Most projects start with the identifi -
cation of a  context  for design, which is elaborated, specifi ed and investigated 
through further work. This informs the development of numerous  proposals  for 
what might be made, which act as landmarks to create and expand a space of 
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possibilities for design. A turning point is reached when a specifi c direction is 
 chosen, at which point activity turns towards the refi nement of a realised  prototype . 
Finally, this is assessed using various means to reach  conclusions  about its success 
and, more importantly, the lessons to be learned from the project. This trajectory is 
typical of many, many descriptions of design process, and like most it implies a 
kind of waterfall model in which stages are encountered sequentially (with the pos-
sibility of iteration). In reality, design projects rarely proceed in such an orderly 
manner. Important insights from contextual studies may seem to disappear from the 
following design proposals, only to become salient late in the development of a 
prototype. Proposals may be inspired by seemingly unrelated sources, or may spin 
off to different projects, or become the context for new proposals. Development 
work might transmute to contextual research. And so on. Nonetheless, this trajec-
tory is not entirely fi ctional—our projects do tend to proceed through these phases 
in this order, and moreover it plays a role in how we attend to their progress—and 
thus for the sake of organisation I will describe some of our approaches in the 
sequence it suggests. 

    Exploring Context 

 Our design projects are almost always set in an explicit or implied context, and early 
design activities will usually be concerned with better understanding the people and 
situations for which we are designing. This involves elaborating and enriching 
information about the setting, but can also require particularising or specifying 
examples of a context that is initially only broadly or vaguely defi ned. Considered 
instrumentally, our goal in this phase is twofold: fi rst, to build an understanding of 
the setting that is rich enough to allow design ideas to be checked for plausibility 
and likely problems, and second, to fi nd inspiration for design directions. These two 
objectives can pull in different directions. On the one hand, trying to ensure that 
designs will be appropriate and fi t for purpose suggests gathering as complete and 
veridical account as we can. Inspiration, on the other hand, often comes from par-
ticularly striking facts about the context, or idiosyncratic views on it, even if these 
are unrepresentative or unconfi rmed. Balance is crucial: too little contextual infor-
mation can lead to free-fl oating speculation, but too comprehensive an account can 
smother creative ideas and lead to predictable responses. Thus in our approaches we 
tend to gather a great deal of eclectic material about the contexts for which we 
design, but to appreciate both gaps and questionable perspectives as leading to the 
kind of interpretative speculation that leads naturally to invention. 

 For instance, the Local Barometer described at the beginning of this chapter was 
developed for a project initially defi ned as exploring how merging the digital and 
the physical could produce new technological products for the home. In order both 
to enrich and focus the topic, our initial external research included academic publi-
cations from disciplines spanning the sciences and engineering, psychoanalysis and 
social science, the humanities, cultural studies and philosophy. We looked to 
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examples from design and from the contemporary arts, including artists such as 
Sophie Calle (Calle & Auster,  1999 ), Ilya Kabakov ( 1998 ) and Gillian Wearing (e.g. 
Ferguson, De Salvo, & Slyce,  1999 ) who make social and cultural interventions, or 
those such as Gregory Crewdson (Crewdson & Moody,  2002 ) and Gordon Mata-
Clark (Diserens,  2003 ) who offer surprising new views of the domestic. We looked 
to a range of sources from the popular or tabloid press, dealing with topics such as 
journalists who search peoples’ trash for intimate information, as well as niche pub-
lications such as pamphlets about how to hide money and weapons in the home (e.g. 
US Government,  1971 ). Taken together, these resources allowed us to amass a mul-
tifaceted appreciation of “the home” in which academic respectability was less 
important than developing a richness and narrative depth that we felt nurtured our 
design. 

 In addition, we ran a Domestic Probes study with 20 volunteer households from 
the greater London area to uncover orientations and activities that might undermine 
any stereotypes we might bring to the project. The Probes, an approach invented by 
Tony Dunne and myself for an earlier project (Gaver, Dunne, & Pacenti,  1999 ), are, 
from my point of view, all but defi ned by their unscientifi c nature. We recruited 
volunteers by advertising in a variety of popular publications including a local 
newspaper, a publication of classifi ed advertisements, and a magazine for the “horse 
and hound set”, taking people on a fi rst come, fi rst served basis and making no 
attempt to achieve demographic representativeness (though our volunteers ended up 
represented a wide range of ages, backgrounds and socioeconomic status). We gave 
each household a Probe package containing a dozen tasks designed to be intriguing, 
but seldom clear about what information we were asking for or how the results 
might be interpreted. These included, for instance, a disposable camera, repackaged 
to remove it from its commercial origins, with requests for pictures such as “a view 
from your kitchen window”, “a social gathering”, “the spiritual centre of your 
home”, and “something red”. A drinking glass was included with instructions indi-
cating that it should be held to the ear to listen to interesting sounds, with observa-
tions to be written directly on the glass with a special pen enclosed in the package. 
Pages with graphics including, for instance, a cricket game, a wooded slope, and 
Dante’s Heaven and Hell were provided for people to diagram their friends and 
family circles, a knowing perversion of a traditional social science approach (e.g. 
Scott,  2000 ). Finally, a small digital recorder was repackaged with instructions to 
pull a tab when waking from a vivid dream, at which point a red LED lit up and the 
participant had 10 s to tell us about the dream before the device shut off, offering no 
facility for replaying or editing the dream, only the choice of whether or not to 
return it to us. 

 Tasks such as these provide a puzzle to participants about how to react, and their 
responses—hundreds of photographs, notes and drawings—defy easy summary or 
analysis. Our probes are purposely designed this way, not least to disrupt assump-
tions for all of us about the roles of researchers and “subjects”. 4  Moreover   , we 
emphasised their atypical nature with reassurance that not all materials need to be 

4   Others design “probes” to avoid such disruption; see Boehner et al. ( 2007 ). 
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completed, and by suggesting that participants should feel free to tell us stories—or 
simply lie—if they wished. By blocking expectable lines of questioning, and even 
approaches to answering, the Probes force both participants and us to struggle for 
communication, and in so doing produce surprising angles and perspectives on our 
participants. At best, the returns achieve a balance between inspiration and informa-
tion. They are fragmentary, elusive and unreliable, but they are also real, offering 
numerous small glimpses into the facts of peoples’ lives. Taken together, their ambi-
guity—their very lack of scientifi c validity—evoke for us as designers the kind of 
grounded curiosity, empathy and conjecture that we fi nd useful in our work.  

    Developing a Design Space 

 A natural and desirable (though sadly not inevitable) consequence of an evolving 
understanding of a design situation is the emergence of speculation about what 
might be made that will work in that situation. Like most designers, we externalise 
ideas through sketching, but as we move towards sharing them with one another we 
usually develop more fi nished design proposals using combinations of collage, dia-
grams, computer drawing and rendering, and written annotations. Once we have 
amassed enough of these—and 50 is not unusual for a given project—they are often 
collected into a workbook, arranged into a set of post-hoc categories to indicate the 
shared themes that are beginning to become clear. 

 One might imagine that the proposals would be based fairly directly on the 
returns of Probe studies. Having collected Probe returns, we might use them to draw 
up a contextual account featuring a set of key issues, recommendations or require-
ments, which could lead relatively directly to a set of designs. This is not what hap-
pens. Not only are Probe returns diffi cult to analyse or summarise, but we also 
prefer to avoid mediating representations of the returns, or summaries of contextual 
research in general. Instead, proposals emerge seemingly spontaneously, and may 
refl ect any number of infl uences including ones that seem completely unrelated to 
anything that has gone before. This does not suggest that Probes are irrelevant or a 
waste of resources. They can help us better understand the context for which we are 
designing, help us in assessing whether it is plausible that given proposals will 
work, and even inspire ideas relatively directly. But they are not  responsible  for 
doing so. Freed from epistemological accountability (“how do you know this is the 
right design proposal?”) we can pursue ideas without worrying about explicitly jus-
tifying them with previous research. 

 Design proposals are seldom detailed or elaborate. Instead, they are often com-
prised of an evocative image or two, annotated with captions ranging from a few 
words to a few paragraphs. Rarely, if ever, do they include technological details or 
sequential scenarios of use, or even much in the way of detailed functionality. 
Succinct as they are, however, sketch proposals can be remarkably rich in pointing 
towards confi gurations of motivations, functionality, technologies, emotional or 
cultural qualities and the anticipated effects or experiences that make up a direction 
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for design. Moreover, when gathered together as a workbook, collections of 
 proposals allow a  design space  to emerge, making clear a bounded range of possi-
bilities characterised by a range of dimensions we are interested in exploring. 
Individual proposals play a dual role in this process: they both represent (more or 
less) specifi c confi gurations for further development, but also, and often more 
importantly, landmarks in a space from which other ideas may be developed. 

 Similarly to the Probes, workbooks balance concrete factuality with an openness 
to reinterpretation. As externalisations of design ideas, and moreover ones which 
are presented slightly more formally than sketches, they have a reality that is rela-
tively free from an identifi able authorial hand, and thus available for critique and 
change. Achieving this may require specifying aspects previously left unconsid-
ered, or they may inherit the connotations of the resources used to create them (e.g. 
images used for collage, or the style of renderings). At the same time, proposals are 
often indicative rather than detailed representations. Collages may use images that 
hint at dimensionality, appearance and materials, while retaining enough of their 
(unconnected) origins to indicate they are not to be taken as literal representations. 
Renderings and illustrations are often diagrammatic, clearly leaving elements 
unspecifi ed or unresolved. The basic concepts themselves are often “placeholders”, 
gesturing towards design directions rather than specifying them. Thus proposals are 
deeply provisional, allowing a great deal of room for elaboration, change or devel-
opment (Gaver,  2011 ). Because they are aesthetically rather than epistemologically 
accountable, they do not need to be part of a longer chain of argument from an ini-
tial setting to a fi nal design, but need only “work” in the sense of suggesting poten-
tially topical and compelling possibilities.  

    Refi nement and Making 

 Workbooks are a means of developing understanding of what actually to make. 
After some period—often months—of developing a design space through contex-
tual research, one or several collections of proposals, and associated technical 
experimentation, it becomes time to focus efforts around one or a few directions to 
take forward. This might involve the progressive development of an existing pro-
posal, but often a new proposal will emerge which integrates and consolidates the 
thinking embodied in a number of other ones. At best, when this happens there is a 
kind of “audible click” as consensus quickly forms around an agreed direction for 
development, and other proposals and possibilities are deferred or fade away. The 
new proposal serves as a design brief, and from this point efforts are turned towards 
detailing, refi ning, and making the new design. 

 The evolution of a design from a proposal to an actual artefact is, literally, a slow 
process of materialisation. At fi rst the work tends to be symbolic in nature, involv-
ing tens or hundreds of sketches and later diagrams and CAD renderings. This is 
soon accompanied by physical explorations, as form models are made from card-
board or foam, and fabricated using rapid prototyping machines. Materials such as 
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plastics or wood or metal are sourced and tested for their aesthetic and functional 
properties. Components such as displays or buttons are gathered and evaluated for 
their appearance and tactility, with many being abandoned and a select few retained. 
Computational and electronic experiments are performed, not in the scientifi c sense 
of testing hypotheses, but in the sense of trying out a set of arrangements to see 
whether they hold promise. New processes of making are explored and refi ned. 
Over time, larger and more complex confi gurations are constructed, as when a com-
puter display is mounted in a cardboard form study, until the fi rst working models 
appear and a fi nal specifi cation is fi nally drawn. 

 During this process, hundreds of decisions are made—in the case of the Local 
Barometers, for instance, to base the design on a partially deconstructed mobile 
phone, to use a variety of shapes to afford different placements in the home, to scroll 
text vertically, to use brightly coloured card over a plastic structure, to use separate 
devices for text and images, and so on—and the fi nal design resolves as its features 
slowly become defi nite (c.f. Stolterman,  2008 ). Each decision embodies the design-
ers’ judgements about a potentially multitudinous range of concerns, from function-
ality and cost to emotional tone and cultural connotation. Moreover, each is made in 
context of the other decisions that have been or will need to be made, and is situated 
in the circumstances of development, including both those of the setting for which 
it is devised and those of the designers that make it. In the end, the fi nal design, if 
well made, is the result of a tightly woven web of judgements that are contingent 
and situated, and shaped by an indefi nite mix of practical, conceptual, cultural and 
personal considerations. Yet the result, a highly fi nished product, is an “ultimate 
particular” (Stolterman,  2008 ), as defi nite and precise as any scientifi c theory. 

 The practice of resolving a design from an agreed proposal to a fi nished product 
is an essential aspect of design, bringing into play the full range of expertise and 
skills of its designers. Nonetheless, this aspect of design is seldom reported in detail 
(though see Jarvis, Cameron, & Boucher,  2012 ), perhaps because the myriad of 
decisions involved are diffi cult to organise to provide a coherent account. It is 
through the process of making that a great deal of understanding—of a domain, of 
people, of conceptual issues—is both exercised and furthered. It is the product 
itself, however, that typically serves both as the report of that understanding and as 
the means by which it is assessed.  

    Assessment and Learning 

 As decisions combine with one another to form a complete and highly fi nished 
design, it is as if an elaborate theory is constructed, embodied by the emerging 
design, about the important factors and confi gurations in designing just such a device 
in just such circumstances, a theory as defi nite as the physical components used to 
construct it. Moreover, the design will imply, with a varying degree of specifi city, 
how people are expected to engage with it and what their resulting experiences may 
be. This is not like a scientifi c theory, however. Instead it is dependent and localised. 
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It does not arise by necessity from any preceding contextual research or design 
space explorations, though of course it would be likely to refl ect them. Moreover, 
the “theory” embodied in a design is not articulated by it. Not only is it impossible 
to “read” an artefact unequivocally for its conceptual import, but designers them-
selves also may be unable to explicate the full rationale for their decisions, many or 
most of which are a matter of “feel” rather than explicit reasoning (c.f. Carroll & 
Kellogg,  1989 ). 

 Nonetheless, the “theory” of a new design begs to be tested by exposure to the 
people who might use it. For specifi cally targeted designs—a potato masher, for 
instance, or a word processer—laboratory based “user testing” based on scientifi c 
experimentation may seem adequate. Even in these cases long-term, naturalistic 
fi eld tests may be better at uncovering the subtle aesthetic, social and cultural 
aspects of the experiences they offer; the ways they are talked about, displayed or 
hidden away, used and misused. In the case of the designs we produce in our studio, 
certainly, the best way we can fi nd out what a design is really “for” is to allow 
people to use them in their everyday environments over long periods of time, since 
our designs are purposely left open to multiple interpretations. Deploying our 
designs allows us both to discover the questions we should ask about their use, and 
some of the answers to those questions. 

 Because this form of assessment does not involve the testing of specifi c hypoth-
eses so much as the discovery of multiple possible forms of engagement, it benefi ts 
from a variety of views rather than a single summary judgement. Given that designs 
can be appreciated from a number of different perspectives, and that different peo-
ple may fi nd different ways to engage and make meaning with them—or fail to do 
so—multiple, inconsistent and even incompatible accounts may all be equally true. 
For instance, the Local Barometers were variously regarded as aesthetically intrigu-
ing artefacts for the home, as representing a dangerous form of subliminal advertis-
ing, as offering gifts, as unique and cutting-edge designs, and as annoying bits of 
broken electronics. To focus on one of these accounts over the others, or to amal-
gamate them without regard to the way they accumulate, combine and change over 
time and from place to place, would not produce a more general or abstract account, 
but one that fl attens the experiences afforded by the designs. 

 Thus we use a number of tactics to gather multiple accounts, and invite distinc-
tive perspectives to reach the full range of possible orientations. Our methods range 
in the degree of technical specialism they require. A great deal of information comes 
simply from informal chats with the volunteers who live with our designs, and espe-
cially those occasioned by unconnected activities such as routine maintenance or 
visits to document the devices in situ. For academic credibility, ethnographic obser-
vations and interviews often form the backbone of our assessment, with their mix-
ture of empirical observation, interpretation and storytelling providing a coherent 
account of how people orient to and engage with the products we make, and some 
indication of the range of those engagements. (See chapter “Reading and Interpreting 
Ethnography”) Finally, we often draw on the specialised expertise of “cultural com-
mentators” (Gaver,  2007 ) who are independent of our Studio, and whose disciplines 
and institutional ties are independent of our own. I have already described how we 
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commissioned a documentary fi lm of the Plane Tracker. We have also solicited the 
interest of independent journalists to write stories of deployments, ideally to be 
published as an indication that they have been written for their purposes, not ours. 
We have hired a poet to write about two of our prototypes in their settings, with 
results that were sometimes opaque, and sometimes extraordinarily moving. From 
the mundane to the artistic, each of these forms of description provides a new point 
of view, a new approach into the ways that designs are experienced and used.  

    What Designers Know 

 What can designers claim to know during and after this process? Given the indisci-
pline that I argue characterises design processes, productive or not, what can we 
claim to have learned? 

 From a scientifi c point of view, the answer is “not a lot”. The complex, idiosyn-
cratic and interpretative nature of design means that there is little epistemological 
accountability in the results. The processes used in the course of design may be 
replicable, but the ways designers respond are not. Equally, an individual design 
artefact is of course replicable, but only after the fact, with a different history from 
the original (not least because of the original’s existence): identical designs are seldom 
if ever produced independently, nor would designers want them to be (Fallman & 
Stolterman,  2010 ). Granted, certain design themes or tropes may be exercised 
repeatedly, but this is a much weaker and more contingent form of replicability, 
however, than that found in science. Replicability, a key characteristic of scientifi c 
knowledge, is largely unavailable through design. 

 Similarly, the understandings achieved through design research are of limited 
generality, or at least become increasingly dilute the more they are generalised. 
This contrasts with regularities found in the sciences—such as the law of gravity, 
for instance, or the 7 ± 2 limit of short term memory, or Fitt’s Law—which remain 
equally specifi c over a wide range of domains and scales. Because design is a 
matter of integrating myriad considerations, any given abstraction tends to be 
situated and contingent, and alters as it is applied to new domains or new scales 
(c.f. Louridas,  1999 ). Moreover, design is in constant conversation with itself, 
changing the ground on which it operates, so that many of the approaches that 
have succeeded in the past will fi nd that their motivating circumstances have 
changed or simply fallen out of fashion. The result is that design theories tend to 
be indicative and aspirational, rather than explanatory of stable phenomena. This 
does not necessarily make them ineffectual, but the “knowledge” they embody is 
of a different order than scientifi c knowledge. 

 What design  does  have to offer, what we  can  know, are the artefacts that design 
produces—not only the fi nished designs themselves but also the probes and probe 
returns, the sketches and workbooks, the technical experiments and form models. 
These are real, tangible things that have the defi nitiveness and detail that eludes 
attempts to conceptualise design. As the result of the many judgements that 
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designers make to produce them, they embody a host of ideas about the conceptual, 
material, social, technical and philosophical issues they address. Moreover, they 
realise those ideas in material form: they serve as existence proofs of particular 
confi gurations of perspectives and stances. Of course, for many of the sketches and 
proposals and form studies produced in the course of design, these existence proofs 
are themselves unproven; they may not be viable or desirable or even technically 
possible. Nonetheless, they exist: they establish a position and thus help defi ne a 
space for a design. Moreover, when a design is complete and well fi nished, and 
found to “work” by appropriate criteria, then it can serve as a landmark for future 
design, an example of what can be done and a way to go about doing it. It concre-
tises the kind of truth that design can produce, and that designers can use to inspire 
their own work. 

 The truths embodied by the artefacts of design do not speak for themselves, how-
ever. The features of interest, the commitments of the designer, the confi gurations 
that count, all may remain opaque or open to an indefi nite number of contrasting 
interpretations. Thus designed artefacts are typically accompanied by explanatory 
comments, whether in the form of their designers’ descriptions, advertisements 
pointing out their unique features, user manuals that explain how they are to be 
used, or critical reviews that compare them to other related designs. Much the same 
thing happens in presenting research through design: in the explanatory and concep-
tual accounts we give of our work, we point out new achievements, relate the designs 
we produce to theoretical work, and situate them in a context of related research. We 
 annotate  our designs, commenting on them to explain how they work and are related 
to matters of concern. 5  

 Designed artefacts are too complex to be fully annotated, however. With the 
hundreds of detailed decisions that go into their making, ranging from their philo-
sophical or political commitments to the speed of scrolling deemed optimal, it is 
practically impossible to comment completely on every detail of a design, much less 
on exactly how these are confi gured together. Moreover, a great deal of design 
knowledge is tacit and unspoken, or the product of hand-eye-mind coordination that 
is exceedingly diffi cult to articulate. Gathering a number of designs to form a  port-
folio  can help to focus on a set of themes, features and confi gurations. Related by 
their concern with common issues, groups of designs defi ne a space of possibilities, 
defi ne a set of salient design dimensions within that domain, and take positions—
some successful, some less so—within that space. Appropriate annotations can 
highlight and explain those dimensions and confi gurations, and moreover by main-
taining a link with a portfolio of design artefacts, annotations can avoid the dilution 
that comes from unanchored generality. 

 Annotated portfolios may capture best what we can know through design. 
Attempts to abstract and generalise the knowledge produced through design runs 
afoul of its situated, multilayered, confi gured and contingent nature. A great deal of 
what designers learn is tacit, part of their lived experience, and shared in the culture 
of their fellow designers. Their knowledge is manifested, however, in the form of 

5   Much of this section is based on Gaver ( 2012 ), Bowers ( 2012 ) and Gaver and Bowers (2012). 
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the artefacts they produce. It may not be possible to read these artefacts  unequivocally, 
but any ambiguity in their interpretation may be useful in inspiring new designs. 
Moreover, when articulated through annotation, the knowledge they encapsulate 
may be exposed, extended, and linked to the concerns of a domain of research. This 
gives the learning produced by research through design a different nature from that 
produced by science, which, though not completely separable from the experiments, 
observations and measurements that give rise to it, can nonetheless be crafted to 
travel much further without distortion (Latour,  1987 ). Design knowledge is most 
trustworthy when it stays close to designed artefacts.  

    Design as (In)Discipline 

 Neuroscience, sociology, fi ne arts, literature, computer science, experimental psy-
chology and theology have all met, at one time or another, in design. Design pro-
vides a useful meeting point both because one of its core activities is the synthesis 
of diverse concerns, and because it is more concerned with creating things that work 
than battling over facts. But while design can benefi t from, and contribute to, a wide 
variety of academic discourses, it need not inherit their forms of discipline. 
Unconstrained by epistemological accountability, design often exhibits a  productive 
indiscipline , borrowing from all disciplines or none to claim extraordinary method-
ological freedom. This does not imply that design is undisciplined, however. The 
relaxation of truth claims in many of the processes of design may suggest a kind of 
free-for-all, in which anything goes and there is no basis for discrimination. But 
aesthetic accountability—the responsibility to make things that work—is a demand-
ing discipline of its own. It may benefi t from a kind of playfulness of thinking that 
thrives on the methodological indiscipline I have described, but it also requires the 
ability to fi t together ideas, materials, technologies, timings, situations, people and 
cultures. Designers need to have enough self-indulgence to become passionate 
about their ideas, while maintaining the ability to take a critical perspective on the 
things they are producing. They have the liberty to eschew traditional methods, but 
in avoiding the responsibilities these imply they also relinquish the reassurance that 
comes with following well-understood paths. Most of all, designers have to wait 
until late in the process to discover if their designs  work , if all the bets they have 
made along the way, the myriads of decisions they have made, have fi nally paid off. 

 It can be tempting to avoid, or at least mitigate, the uncertainties that come with 
aesthetic accountability by imposing methodological frameworks to design, as an a 
approximation of the step-by-step assurance that scientifi c methods seem to offer. 
Both in research through design and in design education, it may seem legitimate to 
structure the space of potential processes by introducing methods that have been 
used successfully before—brainstorming, personas, probes—in the hopes this will 
optimise the chances of producing successful work. Such an approach may indeed 
be useful in introducing students to the overall “feel” of doing design, and in reduc-
ing the overhead for more experienced designers of developing bespoke approaches 
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to projects. The danger, however, is that in avoiding the terrors that come with 
 indiscipline one also loses its advantages: the possibility of situating methods to the 
particularities of a project or people, and to fi nd idiosyncratic and personal 
approaches to projects that can lead to innovative results.   

    Conclusion 

 Distinguishing science and design in terms of their different forms of accountabil-
ity appears the clearest way of understanding the tenor of these two forms of 
endeavour. The need for science to defend the basis of its claims each step of the 
way provides it with a remarkable mechanism for achieving clarity, replicability 
and generalisable abstraction. To be sure, the actual doing of science can be far 
more messy and bound in worldly power-politics than such an account suggests, 
but the rituals surrounding the presentation of scientifi c work as empirically 
accountable has allowed it to transcend its pragmatic realities and to produce a 
body of methods, theories and analytic tools that is arguably our most effective 
means for producing generalisable knowledge of the world. In its adherence to 
aesthetic accountability, in contrast, design is arguably our best strategy for produc-
ing things that that  work , not only in the sense of being functional but meaningful 
and inspiring as well. Freed from the shackles of certainty, designers are at liberty 
to speculate, experiment, dream and improvise—as long as they do so in ways that 
are accountable as design. The processes themselves are not effective at producing 
new  facts , in the scientifi c sense, mired as they are in interpretation, ambiguity, 
imprecision and contingency. But they can be powerful in producing new  under-
standings , based in experience, interpretation, and particular settings. Moreover, 
design produces new  artefacts , each embodying its own truths, just as real as those 
discovered through science, which can be articulated and extended and used as the 
foundation for yet newer creations. 

 One of my purposes in describing science and design in these ways is to empha-
sise that these two endeavours should be seen as distinct from one another, each 
with its own logic, motivation and values. 6  It would be a mistake to compare the two 
approaches to the detriment of either. Design is not a poor cousin of science. Instead, 
it is an independent approach with its own expertise and knowledge (c.f. Stolterman, 
 2008 ; Nelson & Stolterman,  2003 ). Research through design, similarly, should not 
be seen as an attempt to bring the principles of science to design, but as an autono-
mous approach that uses projection and making as tools for learning about people, 
technologies and the world.  

6   Of course science and design may be intertwined in practice; what my argument here suggests is 
the importance of being clear about the form of accountability claimed for different aspects of the 
process and results. 
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    Exercises 

     1.    Which of the methods in this book would be characterised by “science?” Which 
“design?” Which methods, if any, are hard to classify?   

   2.    Can “design” research answer questions about causal relationships? Justify your 
answer.         
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           Introduction 

 Many researchers have struggled to connect RESEARCH and DESIGN. Voices in 
the HCI research community coming from different disciplinary backgrounds have 
noted this challenge. Erik Stolterman stated that scientifi c research drives towards 
the  existing  and the  universal , while design works in pursuit of the  non-existing  and 
in the creation of an  ultimate particular  (Stolterman,  2008 ). Design and scientifi c 
research, then, seem headed in opposite directions. Jane Fulton-Suri, refl ecting on 
her training in social science followed by her experience working at a design con-
sultancy, identifi ed a gap between design with its focus on the future and social 
science research with its focus on the past and present. Alan Blackwell, discussing 
research from an engineering perspective, explained that research contributions 
must be  novel , but not necessarily good. Design contributions, however, must be 
good but not necessarily novel (Blackwell,  2004 ). These observations reveal an 
uneasy tension between design and research within HCI. However, the repeated 
refl ections and speculations on a connection hint at an underlying desire to discover 
a way to link these two together. 

 Research through Design (RtD) is an approach to conducting scholarly research 
that employs the methods, practices, and processes of design practice with the inten-
tion of generating new knowledge. People carrying out research using RtD gener-
ally reject the idea that research is synonymous with science. Instead, RtD frames 
design inquiry as a distinctly separate activity from engineering inquiry and scien-
tifi c inquiry. RtD draws on design’s strength as a refl ective practice of continually 
reinterpreting and reframing a problematic situation through a process of making 
and critiquing artifacts that function as proposed solutions (Rittel & Webber,  1973 ; 
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Schön,  1983 ). RtD asks researchers to investigate the speculative future, probing on 
what the world could and should be. 

 On the surface, RtD can look suspiciously like design practice. However, it is gen-
erally more systematic and more explicitly refl ective in its process of interpreting and 
reinterpreting a conventional understanding of the world, and it generally requires 
more detailed documentation of the actions and rationale for actions taken during the 
design process. An RtD project gets documented such that other researchers can 
reproduce the process; however, there is no expectation that others following the same 
process would produce the same or even a similar fi nal artifact. The most important 
distinction between RtD and design practice is the intention that design researchers 
bring to bear on a problematic situation. In the practice of RtD, design researchers focus 
on how design actions produce new and valuable knowledge. This knowledge can 
take many different forms including: novel perspectives that advances understanding 
of a problematic situation; insights and implications with respect to how specifi c the-
ory can best be operationalized in a thing; new design methods that advance the ability 
of designers to handle new types of challenges; and artifacts that both sensitize the 
community and broaden the space for design action The focus on producing these 
types of knowledge make RtD quite different than commercial practice with its focus 
on making a commercially successful product. 

 We see RtD as one way to respond to an interesting challenge noted by Jack 
Carroll and Wendy Kellogg in the early days of HCI. They noted, with great frustra-
tion, that in HCI, the  thing  proceeds  theory  instead of theory driving the creation of 
new things ( 1989 ). They noted that the mouse needed to be invented before studies 
could be done that showed this was a good design. As another example, people 
developed many, many different direct manipulation interfaces, such as Sketchpad 
(Sutherland,  1963 ), long before Ben Shneiderman wrote about the value of direct 
manipulation ( 1983 ). The practice of RtD in HCI implores researchers to become 
more active and intentional constructors of the world they desire, constructors of the 
world that they believe to be better than the one that currently exists. In response to 
this challenge, we see RtD as a way for many new things to enter into HCI that can 
spawn new theory. At the same time, these new things can be informed by current 
theory, creating an ongoing dialog between what is and what might be. Building on 
Nigel Cross’ observation that knowledge resides in designers, in their practices, and 
in the artifacts they produce (Cross,  1999 ), RtD provides a research approach for 
these types of knowledge to be generated and disseminated within HCI. 

 A recent book by Ilpo Koskinen, Zimmerman, Binder, Redstrom, and Wensveen 
( 2011 ) provides a detailed investigation of current RtD practices in the interaction 
design research community. The authors provide a brief history of RtD’s evolution 
in different design research communities, detailing how three distinct practices 
emerged that they refer to as Lab, Field, and Showroom. The  Lab  practice comes 
mainly from the Netherlands. It combines design action with experimental evalua-
tion processes traditionally used in psychology. It focuses on creating novel and 
much more aesthetically appealing ways for people to interact with things. The 
 Field  practice comes out of the Scandinavian tradition of participatory design and 
out of user centered-design practices in the USA. It merges research practices from 
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sociology and anthropology with design action. In this practice, design researchers 
map out a problematic situation and offer design ideas to improve the state of the 
world. The  Showroom  practice borrows methods from art, fashion, and design. 
Here, researchers design provocative things that challenge the status quo. Critical 
designs force people to reconsider the world they inhabit and to notice aspects too 
often overlooked. The knowledge produced includes the characterization of the 
issue being critiqued, the approach used to draw the viewer’s attention to the under-
lying issue, and the process used to arrive at the problem framing and the fi nal 
artifact form.  

    History of RtD and Its Connection to HCI 

 The histories of RtD and of RtD in HCI are strongly connected to events in the 
design research community and to the emergence of interaction design as a design 
discipline distinct from architecture, industrial design, and communication design. 
The term “research through design” comes from Christopher Frayling ( 1993 ). He 
provided a descriptive framework for research in the arts as being:

    1.     Research into design —research into the human activity of design. Well-known 
examples include Herbert Simon’s work on design as an artifi cial science (Simon, 
 1996 ), Harold Nelson and Erik Stolterman’s work on the “way” of design 
(Nelson & Stolterman,  2012 ), and Donald Schön’s work on design as a refl ective 
practice    (Schön & Bennett,  1996 ).   

   2.     Research for design —research intended to advance the practice of design. This 
includes almost all design research including any work that proposes new meth-
ods, tools, or approaches; or any work that uses exemplars, design implications, 
or problem framings to discuss improving the practice of design.   

   3.     Research through design —a type of research practice focused on improving the 
world by making new things that disrupt, complicate or transform the current 
state of the world. This research approach speculates on what the future could 
and should be based on an empathic understanding of the stakeholders, a synthe-
sis of behavioral theory, and the application of current and near current technology. 
The knowledge produced functions as a proposal, not a prediction (Zimmerman, 
Stolterman, & Forlizzi,  2010 ).    

  Research  into design  and research  for design  both refer to the outcome of a 
research project; the type of knowledge that is produced. Research  through design  
differs in that it is an approach to doing research. It can result in knowledge  for 
design  and  into design . 

 Many design researchers have produced valuable frameworks for discussing 
what research is with respect to design (i.e., Buchanan,  2001 ; Cross,  1999 ); how-
ever, Frayling’s framework, particularly his description of RtD, has been increas-
ingly important in interaction design research (Basballe & Halskov,  2012 ). While 
Frayling coined the term “research through design,” he is not the practice’s point of 
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origin. In fact, looking over the history of this research approach, it is possible to see 
it emerge from several different places. Here we tell three different origin stories: 
Rich Interaction, Participatory Design, and Critical Design. These are based on 
Koskinen et al.’s ( 2011 ) framework of Lab, Field, and Showroom. 

    Rich Interaction Design (Lab) 

 In the 1990s, researchers at the Technical Universities in the Netherlands drew a 
clear distinction between design, which was taught to students in the industrial 
design programs, and the scientifi c research performed by the faculty to investigate 
human perception, consumer preferences, emotional reactions, and the design pro-
cess. A small group of researchers and designers at the Technical University in Delft 
observed that with the transition from mechanical interaction to electronic interac-
tion, interaction possibilities should increase with the freedom from mechanical 
constraints. Yet almost all new products reduce interaction to pushing a labeled 
button. They viewed this trend as a failure to account for people as sensual beings; 
a failure to focus on perceptual motor skills as a source of interaction inspiration, 
due to an overreliance on cognition as a singular theoretical stance in interaction 
design, and a failure to consider aesthetics as a critical component of interaction. 
Drawing on theories from perceptual psychology, ecological psychology, and phe-
nomenology, they worked from the perspective that interaction design should 
engage all of the senses, not just the visual. Following this theoretical stance, they 
created a new approach to interaction research with the goal of designing systems 
that would more fully engage people’s bodies to richly express themselves and peo-
ple’s full range of senses as channels for input and feedback from interactive sys-
tems, a new research space they dubbed Rich Interaction (Frens,  2006a ,  2006b ). 

 These Dutch design researchers wanted to invent entirely new methods for peo-
ple to interact with things. To do so, they combined aspects of experimental psy-
chology and aspects of design practice. In general, they would start from a 
psychological theory with the goal of making it actionable through design. They would 
then conduct a series of design workshops to understand how to do it. These 
workshops brought together many designers who, working with rough materials, would 
rapidly invent new ways for people to interact with systems. Workshops investi-
gated things like how consumer products like alarm clocks might function differ-
ently if they took into account the user’s emotional state (Djajadiningrat et al., 
 2002 ), or how a vending machine might behave if it were polite or unfriendly (Ross 
et al.,  2008 ). Outcomes of the workshops functioned as semi-articulated hypotheses 
of potentially better forms for interaction. Following the workshops, the researchers 
would select and refi ne an idea into a more detailed hypothesis. In order to validate 
these hypotheses, researchers make several slightly different versions of a single 
product and conduct controlled lab studies around the interaction. 

 Philip Ross’ dissertation work at the Technical University in Eindhoven provides 
a good example. He carried out design workshops where design teams created 
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candy vending machines based on different ethical stances including Confucianism, 
Kantian rationalism, vitalism, romanticism, and Nietzschean ethics (Koskinen 
et al.,  2011 ). The workshop revealed that an ethical stance could drive design inspi-
ration, and it revealed many aspects of Kantian rationalism embedded in the 
machines people interacted with everyday. Based on this fi nding, Ross hypothesized 
that ethics could be imbued into the design of interactive products by using a spe-
cifi c perspective to drive a design process. Over the course of his PhD studies, he 
developed many different lamp forms and interactive behaviors that explored subtle 
aspects of ethical stances. 

 This RtD practice grew out of academia through the collocation of psychologists 
and designers. Unlike more user-centered design processes popular at this time, this 
approach allowed the designer to brainstorm freely to create new innovations. This 
approach blends design methods to envision the unimagined and both analytic and 
experimental methods to evaluate the novel design offerings and to generate frame-
works that described how rich interaction works. This approach is still practiced 
today by researchers in the Designing Quality in Interaction group at the Technical 
University in Eindhoven. 

 Figure  1  shows an image of Ross’ fi nal lamp (Ross & Wensveen,  2010 ). The 
lamp reacts by changing the intensity and direction of the light based on the way a 
person touches and strokes it. The lamp also uses an understanding of the situation 
at hand, such as the fact the user wants to read, to augment its behavior. This can 
range from helpful, where it provides light for the reading material, to playful, 
where it moves the light to draw the user’s attention away from reading towards the 
lamp. The work investigates how designers can use ethics as a lens for investigating 
aesthetics in the behavior of adaptive products, broadening the space for innovation 
and creativity in the design process.

  Fig. 1    Adaptive, interactive 
lamp by Philip Ross       
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       Participatory Design and User-Centered Design (Field) 

 The participatory design movement began in Scandinavia as a reaction to the 
 disruptive force of information technology as it entered the workplace and caused 
breakdowns in traditional roles and responsibilities. Workers believed that IT sys-
tems often reduced their voice and diminished their craft skills. In addition, compa-
nies and software developers noted that many of these systems, while designed to 
increase productivity, often resulted in productivity losses because the people 
designing the systems lacked a detailed understanding of how the work was really 
performed (i.e., Kuhn,  1997 ; Orr,  1986 ). 

 Participatory design embraced a Marxist philosophy. It focused on developing a 
new approach to the design of work automation that increased democracy and pro-
tected workers. Design work was performed by interdisciplinary teams consisting 
of behavioral scientists, technologists, and designers, who brought a theoretical 
understanding of people and work, knowledge about the capabilities of technology, 
and skills at conceiving an improved future state. In addition, the design teams 
included workers selected by their peers, who brought domain expertise on work 
practices within an organization. Working together, these teams followed a rapid 
prototyping approach, iteratively conceiving of new work and workplace designs by 
starting with low-fi delity prototypes and working towards higher fi delity until a 
fi nal concept emerged. These design teams socially prototyped the new work prac-
tices before committing to the technology that could bring about this future. Figure  2  
shows an image from the Maypole project (Giller et al.,  1999 ). Maypole was a 

  Fig. 2    Still from Maypole 
project showing a child using 
a working prototype of a 
digital camera designed for 
children       
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2-year European research project funded by i3net, the European Network for 
Intelligent Information Interfaces. One goal of the project was to develop commu-
nication concepts for children aged 8–12 and others in their social networks. The 
methods in this project extended the legacy of participatory design, and focused on 
interaction with users in real world settings. The image shows a child using a digital 
camera. Mobile technology to do what designers envisioned did not exist at that 
time, so researchers cobbled together a camera and output screen, tethered together 
and carried in a backpack. Making working prototypes like this camera, and giving 
them to users in the fi eld allowed researchers to begin to investigate how new tech-
nology might create new practices around image making and messaging. Insights 
on what these new practices might be were then used to inform the design of new 
mobile technologies.

   This new approach to the design of technical systems was intended to result in 
commercial products. What made this research and not design practice was the 
focus on developing a new design methodology that borrowed research practices 
from anthropology and sociology and combined them with design. Over time, 
researchers began to also see the artifacts they produced as a research contribution. 
For example, in the Maypole project, researchers made advances on how to conduct 
participatory design with children, which advanced this method over previous work 
that focused on workers. In addition, the user intentions for using a digital camera 
as well as the interactive behaviors created during the design of the camera could be 
generalize and applied to future cameras, once the technology allowed a digital 
camera of an appropriate size. Thi observation, that insights from making and the 
resulting artifact were also research contributions, helped refocused this research 
practice from being method specifi c to being more an investigation of the specula-
tive and desirable future.  

    Critical Design (Showroom) 

 In RtD that follows a critical design approach (Dunne & Raby,  2001 ), design 
researchers make provocative artifacts that force people to think, to notice, and to 
reconsider some aspect of the world. The term “critical design” was fi rst used by 
Tony Dunne to describe a philosophy about design that refutes the status quo (Dunne, 
 1999 ). However, the idea of designs that critique the current state of the world is 
much older and can be found in many design and art movements such as in the work 
of the Pre-Raphaelites or the Memphis Design Group. The approach emphasizes 
that design has other objectives than to help people and to improve the world. 

 This research approach draws from historical design practice. In the 1990s, in 
many design schools, a movement towards conceptual design rather than fi nished 
artifacts began to take place. It is possible to characterize much of the work done in 
fashion, conceptual architecture, and conceptual design as a type of critical design. 
Critical design offers a research approach that allows designers to draw on the 
strengths and traditions of design. The research involves a process of problem 
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selection, exploration through the generation of many possible forms, and iterative 
refi nement of a fi nal form that approaches showroom quality. Knowledge is cap-
tured as the designer or design team engages in refl ective writing that describes the 
process, the artifact, and the intended infl uence. While popularized at the Royal 
College of Art in the UK, this RtD approach has been taken up at a number of 
design schools. 

 Figure  3  shows the Prayer Companion. This design from the Interaction Research 
Studio at Goldsmiths University provided a well-known example of critical design 
in HCI. The device displays electronic news feeds in a convent of cloister nuns, 
providing a connection from the outside world as a source of prayer topics. The 
design raises interesting questions on many topics including the role of computation 
as a material embedded in sacred artifacts. The project mixed in elements of partici-
patory and user centered design by installing the device into a convent and refl ecting 
on how the nuns came to view and understand it.

        Authors’ Connections to RtD in HCI 

 The authors both participated in the development and growth of RtD as a research 
practice in HCI. Their interest in this topic was pragmatic. Both worked as practic-
ing interaction designers in industry before becoming professors at Carnegie 
Mellon. Jodi worked at the design consultancy e-Lab in Chicago, performing fi eld-
work to inform the design of a variety of products and services. John worked at 
Philips Research. He collaborated with technical researchers to give more commer-
cial forms to their research; forms intended to help product managers better under-
stand what the technology could and should be. In accepting joint appointments at 
Carnegie Mellon’s HCI Institute and at the School of Design (Jodi in 2000 and John 
in 2002), they were two of the fi rst interaction design researchers working directly 
in the space of HCI research. However, what it meant to be an academic interaction 

  Fig. 3    The prayer 
companion by the 
Interaction Research Studio 
at Goldsmiths, University 
of London       
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design researcher at this time was still largely undefi ned. Carnegie Mellon had hired 
them both to help defi ne the role of design research within HCI and to help develop 
new ways for interdisciplinary researchers in HCI to integrate design thinking into 
HCI research and education. 

 In the early 2000s, the term design research within the HCI research community 
generally meant the upfront research done in the practice of design. Daniel Fallman 
described this as  research-oriented design ; design work in HCI that is informed by 
upfront research as opposed to designers working in isolation in a studio (Fallman, 
 2003 ). At this time the term “design” within the HCI research community was syn-
onymous with the term “practice.” Design was not viewed as a discipline that could 
produce knowledge, but was instead used as a term to help distinguish research 
from practice. 

 To better understand how design might best fi t into HCI research, the authors, 
along with other collaborators, held a workshop at CHI 2004 with the intention of 
bringing researchers from a variety of disciplines together to discuss and advance 
the role of design (Zimmerman, Evenson, Baumann, & Purgathofer,  2004 ). Out of 
this workshop came a desire to move design thinking into HCI research by making 
a place for RtD. To do this, design researchers in HCI needed to convince the HCI 
research community to accept RtD research contributions as both valid and valu-
able. They needed the community to see the speculative artifacts designed in this 
process as more than an integration of known technologies. They needed this 
research community to see these things as rigorous speculations on the possible 
future that reveal new and important insights on how people understand and engage 
with new technology and the appropriate roles technology might play as it continues 
to move into more and more aspects of people’s lives. 

 Interestingly, Bill Gaver presented a paper describing the Drift Table (Gaver 
et al.,  2004 ) at the same CHI conference. Both the artifact and the paper describing 
its design and evaluation challenged the HCI community’s institutionalized belief 
that interaction designs must require an explicit user intention; that everything 
should have a “right” way to be used. The design opened a new research space, 
which Gaver and his team called “ludic interaction.” In addition, it provided a great 
example of how design and design thinking can expand the scope and role of HCI. 
The paper was presented as an “Experience Report,” a track within CHI designed 
for practitioners to share their design cases. While clearly intended as a research 
contribution, the paper was not a part of the peer-reviewed technical papers section 
of the conference. Nevertheless, the Drift Table has been held up as one of the earli-
est and best examples of RtD published within HCI. 

 Following the workshop, the authors, working with their colleague Shelley 
Evenson, began a project focused on bringing RtD to HCI. We began by fi rst detail-
ing how knowledge is produced in the design of commercial products and services 
(Zimmerman, Evenson, & Forlizzi,  2004 ). The work explicitly noted the different 
kinds of knowledge produced at different points in typical design process (Fig.  4 ). 
Based on this map from commercial practice, we embarked on a project to create a 
model of RtD that could work for the HCI research community. The intention of this 
model was not to defi ne a singular type of design research in HCI. Instead, it was 
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intended to open a door to create an initial foothold for RtD research contributions 
to gain entry into HCI research venues.

   We began by interviewing leading HCI researchers and leading HCI designers, 
probing to understand how they defi ne design, on how they see design producing 
knowledge, and on how design might or might not fi t into HCI research. One of our 
favorite comments came from a psychologist who shared that: “designers make 
things, not knowledge.” Another, also from a psychologist, asked: “Why do you 
want to make the right thing? Why not conduct a two-by-two experiment?” This 
comment in particular helped us see a critical disconnect between design thinking 
with its focus actively constructing a subjectively preferred future and scientifi c 
thinking with its focus on universal truth that remains true through time. Following 
the interviews, the team created a model of RtD in HCI, evaluating and iteratively 
refi ning it through many presentations and individual meetings with HCI research-
ers, design researchers working in HCI, and design researchers working in the 
design research community. The results of this work came to the HCI research com-
munity as a paper and presentation at CHI 2007 (Zimmerman, Forlizzi, & Evenson, 
 2007 ) and to the design research community through an article in a special issue of 
the journal  Design Issues  on design research, edited by this team (Forlizzi, 
Zimmerman, & Evenson,  2008 ). 

 In this model (Fig.  5 ), interaction design researchers following an RtD approach 
work to integrate three types of knowledge in the design of new things: how, true, 
and real (Zimmerman et al.,  2007 ). The types of knowledge build on the defi nitions 
of “real, true and ideal” knowledge introduced by Nelson and Stolterman in the 
 Design Way  ( 2012 ). From engineers, design researchers take “how” knowledge; the 
latest technical possibilities. From behavioral scientists, they take “true” knowl-
edge, models and theories of human behavior. From anthropologists they take “real” 
knowledge; thick descriptions of how the world currently works. Based on these 
three types of inputs—how, true and real knowledge—design researchers ideate 
many possible visions of a preferred future state by imagining new products, ser-
vices, systems, and environments that address challenges and opportunities and that 
advance the current state of the world to a preferred state. In a sense, the design 

  Fig. 4    Knowledge opportunities in the design process       
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researchers attempt to make the “right thing,” an artifact that can improve the state 
of the world. This model builds on the idea of design as a process of repeatedly 
reframing a problem through a process of proposing possible solutions (Buchanan, 
 1995 ; Rittel & Webber,  1973 ; Schön,  1983 ; Simon,  1996 ).

   The model illustrates four types of research outputs to different disciplines 
within HCI.

    1.    RtD can produce  technical opportunities  that feed back to engineers. These are 
places where if a nearly possible technical advance existed, it would benefi t the 
world. For example, the fi eldwork, concept generation, and speed dating studies 
by Davidoff et al. revealed that parents would benefi t from computational sys-
tems that learned routine pick-up and drop-offs in order to help parents to not 
forget their children (Davidoff, Lee, Dey, & Zimmerman,  2007 ; Davidoff, Lee, 
Yiu, Zimmerman, & Dey,  2006 ; Davidoff, Zeibart, Zimmerman, & Dey,  2011 ; 
Davidoff, Zimmerman, & Dey,  2010 ).   

   2.    RtD can expose gaps in current behavioral theory. For example, theory on prod-
uct attachment explains why parents grow to cherish some of the books they read 
to their children. This theory, however, fails to explain why this attachment does 
not seem to develop when parents read these same stories to their children using 
an eReader. Something in    the digital quality of this material possession makes it 
different (Odom, Zimmerman, & Forlizzi,  2011 ).   

   3.    By making things and placing them into the world, RtD can change the current 
state, creating new situations and new practices for anthropologists and design 
researchers to investigate. For example, the Tiramisu project produced a mobile 

  Fig. 5    Our model of research through design within HCI       
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service so transit riders could coproduce a real-time arrival system by sharing 
location traces from their smart phones. Use of this service changed transit 
 riders’ sense of engagement, causing them to report issues, concerns, and com-
pliments with the service (Zimmerman et al.,  2011 ).   

   4.    Finally, by making many different things intended to address the same problem-
atic situation, RtD can reveal design patterns (Alexander et al.,  1977 ) around 
problem framings, around specifi c interactions, and around how theory can be 
operationalized. For example, the analysis of six artifacts created with the inten-
tion of helping users become the person they “desired to be,” revealed several 
problem framing perspectives other designers can use in their own practices of 
user experience design (Zimmerman,  2009 ).     

 Since the presentation of this model at the CHI conference, the use of RtD in 
HCI and the participation of design researchers in publishing at HCI venues have 
grown signifi cantly. Today the CHI conference has organized two technical papers 
committees devoted to design research in order to address the ever-increasing num-
ber of submissions. 

 Following the introduction of this model, the authors have continued to conduct 
research on and with RtD. They have both conducted a number of research projects 
following this approach and published those at both HCI and interaction design 
research venues. In addition, they have worked to formalize this research approach. 
Specifi cally, they have investigated how RtD can lead to theory and how research-
ers can better evaluate what makes a better or worse RtD contribution (Forlizzi, 
Zimmerman, & Stolterman,  2009 ; Zimmerman et al.,  2010 ; Zimmerman & 
Forlizzi,  2008 ).  

    RtD’s Contributions to HCI 

 RtD offers many contributions to HCI. Two that we focus on here are

    1.    the refl ective practice of  reframing  the underlying situation and goal of the 
 project during the design process and   

   2.    a shift to investigating the future as a way of  understanding the world that should 
be brought into being .     

 Below we provide an overview of two design cases. The fi rst talks about the 
design of the Reverse Alarm Clock, and describes how the process of reframing 
helped to advance the understanding of what domestic technology should do and 
how it might be best situated in the home. The second addresses the design and 
investigations of Snackbot, a snack delivery robot. This RtD investigation of a spec-
ulative future where robots bring workers snacks addresses both the need for guide-
lines on how robots should socially engage with people and the complex issues 
surrounding the sedentary work practices of today’s offi ce workers and the growing 
obesity problem. 
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    Reverse Alarm Clock 

 The reverse alarm clock project provides an RtD research example of how problems 
and project goals are continually questioned and reframed during the research pro-
cess. This project began with a fi eldwork observation that busy parents in dual- 
income families sometimes yell at their children in the morning. The goal of getting 
everyone out of the home on time is important to parents, but it is not often impor-
tant to young children. In the stress of the morning rush, a lost shoe or a slow eater 
can push parents beyond the edge of their patience. When they yell at their children, 
they feel they are failing as a parent by starting their child’s day off with such a 
negative tone. Parents who have their sleep disrupted, by small children who wake 
at night, have even less emotional reserve to maintain their patience during the 
morning rush. 

 Based on this observation, the project team was motivated to design a system that 
could help small children to stay in bed at night. The result of this effort was the 
reverse alarm clock (Fig.  6 ). In its fi nal form, the clock consisted of four parts:

     Display : The display expresses time as three states, each associated with a rule: 
When the moon is up, the child must be in bed; when the moon sets, the child can 
get out of bed if they wish; and when the sun rises, the child must get up.  

   Treasure box : This box goes next to the child’s bed. At night the child places a token 
into the box, selecting the music to play at wakeup, when the sun rises. After 
placing the token in the box, the child presses a button on the top of the box, 
causing the moon to rise.  

   Controller : A circular dial, called the controller, hangs on the wall near the light 
switch at the entry to the child’s room. It has two levers: one to set the moonset 
time and one to set the sunrise time.  

   Bed sensor : A sensor mat goes under the mattress to detect if the child climbs out of 
bed. If a child leaves the bed while the moon is up, nothing happened. If the child 
leaves the bed after the moon has set, the sun instantly rises and the wake up 
music starts to play.    

 The initial problem framing viewed children getting up at night as a contributing 
factor for why parents might yell in the morning. Guided by this framing, the team 
investigated why children get up at night. Through literature and interviews with 
sleep specialists they learned that young children have no sense of duration. In 
viewing the situation from the child’s perspective the team began to see parents as 
inconsistent. Sometimes a child would wake and visit their parents, and their par-
ents would be glad to see them. Other times the child would wake and visit their 
parents, and the parents would be upset and insist they go back to bed. Taking the 
child’s view, the problem became one of usability. The child needed better feedback 
that could help them predict how their parents might react to their action. This new 
framing motivated many of the initial designs for the display. 

 The design team then expanded their scope from the wakeup and began looking 
at bedtime. While often viewed by busy parents as a stressful time, the team also 
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observed a sweet and intimate interaction between parent and child when parents 
would read bedtime stories. The team members noted how their own parents kept 
and cherished specifi c books they had read together at bedtime. In watching these 
bedtime routines unfold, the team noted that when reading to children, parents 
stopped multicontexting—a term introduced by Darrah, English-Lueck, and 

  Fig. 6    ( Clockwise from top ) Experience prototyping of an early version of the display with a 
3-year-old child. Experience prototyping of the treasure box. Final design showing the sun after it 
has risen. Final design showing the moon before it sets. Early prototype of the controller. ( Center ) 
Screen based version of controller used for the fi eld trial, which ran on a laptop in the child’s room       
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Freeman ( 2001 ) to describe how busy parents inhabit both work and home roles 
simultaneously—and fully engaged in their role as parent. These observations 
helped to shift the focus away from this simply being a problem of parenting con-
sistency. The team expanded their scope, looking for opportunities to connect the 
intimate ritual of bedtime with the design. This perspective eventually led the team 
to add the treasure box as a way of connecting the product with this intimate, 
nightly routine. 

 The team advanced the design through a process of scenario building, body 
storming (Buchenau & Suri,  2000 ), and rough prototyping. Through critique and 
refl ection on the many sketches and prototypes created, the team began to play with 
the complex issue of control. Smart home research shows that busy parents are 
much more interested in gaining control over their life than gaining increased con-
trol of their stuff (Davidoff, Lee, Yiu, Zimmerman, & Dey,  2006 ). Other smart home 
research showed that parents did not want new technology that automated parenting; 
that took over parenting responsibilities (Davidoff, Lee, Dey, & Zimmerman,  2007 ). 
These insights helped to reframe the project goal. The team began to look for ideas 
where parents gained control of a situation and for opportunities to support parents 
in parenting as opposed to automating parenting tasks. 

 This new framing led to the controller and to the design of the display as a set of 
rules. The controller provides a type of relative control for parents. They can set a 
very different moonset time for a Tuesday and for a Saturday while the child’s expe-
rience with the display remains consistent. In terms of supporting parenting, the 
linking of the display to a set of rules framed the clock as a tool parents use to help 
teach their children to make good decisions, a long-term goal of parenting. When 
the child has a bad dream or feels sick and seeks comfort in their parent’s bed, the 
parents’ reaction to the situation helps shape the child’s understanding of when 
rules must be followed and when they might be suspended. From this new framing, 
the clock’s role is to provide information a child can understand, and the parent 
provides the guidance to the child, helping them interpret the meaning of this infor-
mation in different situations. 

 Once the team arrived at a fi nal form, they continued the design process by mak-
ing three versions of the clock and conducting a fi eld trial with three families. They 
recruited families who had problem sleepers; children that repeatedly got up at night 
and woke their parents. In early discussions with parents, one mother described 
moving her three-year-old from the crib to a toddler bed as the “worst three weeks” 
of her life. The clock functioned well, helping to reduce the frequency with which 
children woke their parents at night and reducing the length of time it took to get 
children back into bed. More importantly, however, discussions with parents both 
before and after the installation help change the team’s idea of how the product 
should situate in a family’s life. Up to this point the design had been focused on 
solving a problem for families that were experiencing disrupted sleep. It was seen as 
a solution once the problem had occurred. In talking to these parents about the tran-
sition from crib sleeping and co-sleeping to having a child sleep in a toddler bed, the 
team was struck by the sense of celebration and achievement bound up in this transi-
tion. These new beds were presented to children as a sign of achievement; a sort of 
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graduation. Seeing families use the clock and listening to the transition stories again 
reframed the goal of this project. Instead of a focus on solving a problem, the design 
team noted that the transition point, where the child moves to a toddler bed was the 
ideal time to introduce the clock into a child’s life. It should be part of the transition 
in the same way as the toddler bed, as a celebrated artifact of this transition. In step-
ping back, the team saw that many technologies designed for the home could also 
follow a similar path, of being introduced during life stage transitions as opposed to 
being introduced in reaction to a breakdown in the family.  

    Snackbot 

 Snackbot (Fig.  7 ) is an example of how prototyping a future state, which is core to 
RtD research, can open up new ideas for how future technology products can benefi t 
people’s lives.

   This project began with the desire to develop a robot so that the research team 
could study human–robot interaction (HRI) over time. Many questions about long- 
term HRI are unanswered. How do people’s perception and attitudes towards a robot 

  Fig. 7    ( Clockwise from top ) Exploring different physical forms in the context of use. person col-
lecting the snack they ordered from Snackbot. Final design showing robot holding a tray of healthy 
and less healthy snacks. Nearly fi nal version of Snackbot investigating color, arms, and tray       
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evolve over time? What interaction design strategies will reinforce a positive 
 long-term relationship between people and a robot? Will employees engage with a 
robot as the design team intends, or will they appropriate the robot in new ways, as 
have happened with other technologies? Could robots deliver services that are 
 benefi cial to people over the long term? How should robotic products and services 
be designed? 

 As designers, we had three design goals for development of the Snackbot robot. 
The fi rst was to  develop the robot holistically . Rather than advancing technology 
 per se  or focusing on one aspect of design or interaction, such as a dialog system, 
we took a design approach that considered the robot at a human–robot–context sys-
tems level. The second goal was to  simultaneously develop a robotic product and 
service . By this we mean that the robot as a product would have to be more than 
sociable and attractive; it would need to deliver something useful to people. The 
third goal was to  develop interaction designs that would help to evoke social behavior . 
Because the robot was meant to serve as a research platform that would be used by 
people over time, decisions about functions and features were made supporting the 
interest of promoting sociability. In its fi nal form, the Snackbot delivery service 
(Fig.  7 ) consisted of the following components:

    Robot . Snackbot (Lee et al.,  2009 ) is a 4.5-foot tall, anthropomorphic wheeled 
robot. The robot can make head movements to each side, and up and down, and 
can animate its LED mouth display to smile, frown, or show a neutral expression, 
and employ speech output.  

   Snack ordering Web site . Participants could order snacks using a custom designed 
snack ordering Web site and database. Customers specifi ed the snack type, deliv-
ery day, and their offi ce number. Only those registered in the study could order 
snacks through the Web site.  

   Snacks . Snackbot delivered six different snacks—apples, bananas, oranges, Reese’s 
peanut butter cups, Snickers candy bars, and chocolate chip cookies. We chose a 
mixture of snacks that were not always available in the workplace.  

   Robot control interface . A GUI allowed an operator to control the robot’s naviga-
tion, nonverbal movements, and dialog system remotely. The interface showed 
the video feed from the robot, the robot’s location on the building map, its head 
position, and a number of dialog scripts. The operator could see a participant’s 
actions through the video/audio feed on the interface.  

   Operator . An operator transformed the orders on the Web site to a delivery sched-
ule, loaded the snacks on the robot’s tray, initialized the robot at the start of each 
delivery run, and localized it.    

 The development of the robot, Web site, and GUI was an iterative, user-centered 
design process, and was guided by frequent meetings of our interdisciplinary 
research and design team. Once the system was complete, we could begin to sys-
tematically explore what aspects of the design could be modifi ed to increase trust 
and rapport with the robot, increase the likelihood that customers would use the 
service again, and inspire customers to make healthy snack choices or to converse 
about personal topics with Snackbot. 
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 For example, in one study, we focused on operationalizing behavioral economics 
theories to help people make healthy snack choices by varying the design and location 
of how the snacks were presented on the Web site and on the robot (Lee, Kiesler, & 
Forlizzi,  2011 ). We learned that some strategies are more persuasive than others, 
especially for those with less healthy lifestyles. We can design to support conve-
nience or minimize it, and to support choice infl uence by making healthy choices 
look good and unhealthy choices look stale or unappetizing. We learned that we can 
even leverage social infl uence in helping people to make better decisions. 

 In another study, we varied the robot’s behavior to offer a set of customers per-
sonalized snack delivery service (Lee, Kiesler, Forlizzi, & Rybski,  2012 ). Customers 
receiving personalized service were offered the option of a special mystery snack in 
lieu of their order, or an opportunity to do a neck stretch with the robot. The robot 
also chatted with customers about things it remembered about them, such as what 
snacks they had ordered in the past, and what kind of work they did. Customers in 
the control condition received typical social chat and did not have the option to 
receive a mystery snack as their order. Despite the knowledge of Snackbot as a 
machine, participants receiving snacks delivered by the robot developed a variety of 
social relationships with the robot. Beyond one-on-one interaction, the robot cre-
ated a ripple effect in the workplace, triggering new behaviors among employees, 
including politeness, protection of the robot, mimicry, social comparison, and even 
jealousy. The design implications of this work will assist in development of many 
kinds of future technology for the workplace. 

 Snackbot as an RtD effort continues to explore many questions about the social 
use of robotic technology within an organization. However, additionally, the robot 
and the service it provides create a rich context for understanding and advancing 
research in the design of technology services. In this work, we are creating new 
understanding of how people will adopt technology over time, and will develop rap-
port, trust, and liking of assistive robots and technology services. Without this 
research platform, we would make far less educated judgments about an improved 
future state.   

    How to Do It 

 To carry out an RtD research project, we suggest a team follow fi ve simple steps:

    1.    Select   
   2.    Design   
   3.    Evaluate   
   4.    Refl ect and disseminate   
   5.    Repeat     

  Select  involves choosing a research problem worthy of investigation. Teams 
should fi rst decide if they want to focus on a problem or a design opportunity. They 
need to select a new material to play with, a context and target population to 
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understand and empathize with, a societal issue or insight, and/or a theoretical 
 framing they wish to apply to interaction. Selecting is an iterative process of trying 
many different things until the team agrees. Other important factors in terms of 
selecting include if the research problem lends itself to investigation via RtD. Is 
this a wicked, messy problem space that can best be addressed through the applica-
tion of design thinking? For example, does it have multiple agendas driven by dif-
ferent stakeholders and entrenched interests that prevent an optimal solution? 
Finally, the teams will want to consider the skills the research team possesses, as 
well as the desires and concerns of the people or institutions that are funding the 
research project. 

 Next, the team should consider which RtD practice to follow (Lab, Field, or 
Showroom) or if they wish to mix two of the practices together. Once they make a 
selection, we suggest a literature review to discover examplars of this kind of RtD 
research. One or two exemplars can provide scaffolding to guide the process. 

 After choosing the exemplar(s), the team can begin  design  activities. They should 
conduct a literature review to understand the state of the art and the questions and 
concerns of other researchers working in this space. They can then continue by 
conducting fi eldwork, by holding a design workshop, by playing with a new mate-
rial, or by exploring ideas in the studio. In these early stages of the project, the team 
is searching to understand what the state of the world is and how they might offer a 
new perspective, a new problem framing, which provides a path to a preferred 
future. 

 Once they have an initial framing, the team can explore by creating new product/
service ideas and then select and iteratively evolve and refi ne an idea into a com-
pleted form. Through their process of making and critiquing, the team should  evalu-
ate  and continually challenge their initial framing. In a sense, each new concept they 
generate will offer a different framing through its embodiment of a solution, and 
part of the critique is to explicate the proposal that is embedded in the designer and 
in their solution. Throughout this process, the team should document their design 
moves, the rationale (Moran & Carroll,  1996 ) for these moves, and how different 
hunches did and did not work out. In addition, the team should refl ect on how their 
framing of the situation evolves and work to capture the reasons their framing 
changes. 

 When the team has an artifact they like, they should evaluate it based on the 
concerns of the specifi c RtD practice they selected (Lab, Field, or Showroom) and 
on concerns specifi c to their research question. Work following a Lab practice will 
most likely result in several similar artifacts that can be assessed in a lab study. 
Work following the Field practice will most likely place a working prototype into 
the fi eld and assess if it produces the intended behaviors and outcomes (See “Field 
Deployments: Knowing from Using in Context”). In addition, the researchers will 
look for the creation of new practices as people attempt to incorporate this new 
thing into their lives. Finally, work following the Showroom practice will likely 
involve the installation of a working system in a gallery or in some other place 
where people outside of the research team can experience the design and can begin 
to question the world around them. 
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 Following the evaluations, the team should refl ect on what they have learned and 
then work to disseminate the research. Dissemination can happen in terms of publi-
cation in peer-reviewed venues such as conferences or journals. It might also take 
the form of a video or demonstration. Finally, for some RtD projects, the work may 
result in a working system that remains in use by people long after the research 
project has ended, provoking designers to think about the next problematic situation 
and solution. 

 The fi nal step in the process is to repeat. Koskinen et al. ( 2011 ) note that RtD 
researchers who produce the best research results do so by repeatedly investigating 
the same situation. It is through the development of research programs much more 
than through individual projects that the best results emerge (See Koskinen et al., 
 2011 : Chap. 10: Building Research Programs). 

 Exemplars we recommend looking at include: 
 Rich Interaction Design (Lab)

    1.    Joep Frens’ investigation of rich interaction through the design of camera that 
rejects the convention of buttons with labels. (Frens,  2006a ,  2006b ).   

   2.    Philip Ross’ work on ethics and aesthetics through the design of a lamp. (Ross, 
 2008 ; Ross & Wensveen,  2010 ).   

   3.    Camille Mousette’s investigation of sketching with haptics (Although this lacks 
the formal lab studies of these other examples, it does have workshops run with 
designers to see if the methods of sketching could be transferred to these designers) 
(Moussette,  2012 ).     

 Participatory Design and User-centered Design (Field)

    1.    Hutchinson et al.’s work on technology probes produced a fascinating design 
method where researchers design and implement a working system which they 
then place into the hands of users for long periods of time in order to observe 
appropriation (   Hutchinson et al.,  2003 ).   

   2.    Scott Davidoff et al.’s work on a smart home system that helps busy parents with 
the logistics around picking up and dropping off children (Davidoff, Lee, Dey, & 
Zimmerman,  2007 ; Davidoff, Lee, Yiu, Zimmerman, & Dey,  2006 ; Davidoff, 
Zeibart, Zimmerman, & Dey,  2011 ; Davidoff, Zimmerman, & Dey,  2010 )   

   3.    John Zimmerman et al.’s work on Tiramisu, a service design project that allows 
transit riders to coproduce real-time arrival information with their transit service 
(Yoo, Zimmerman, & Hirsch,  2013 ; Yoo, Zimmerman, Steinfeld, & Tomasic, 
 2010 ; Zimmerman et al.,  2011 ).   

   4.    Sara Ljungblad’s work on connecting people’s marginal practices to design inno-
vation and how she integrated lomography into camera phones ( 2007 ). The work 
does seem to foreshadow commercial products like Instagram.     

 Critical Design (Showroom)

    1.    Bill Gaver et al.’s Drift Table, which challenges the HCI assumption that interac-
tion design must have a clear intention for how it should be used (Gaver et al., 
 2004 ).   
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   2.    Bill Gaver et al.’s Prayer Companion, which pushed digital information into 
sacred places (Gaver et al.,  2010 ).   

   3.    Eric Paulos et al.’s work on Jetsam, a system that publically displayed items 
people threw into public trashcans (Paulos & Jenkins,  2005 ).   

   4.    James Pierce et al.’s work to get people to rethink their ability to produce, store, 
and share energy (Pierce & Paulos,  2010 ).      

    Exercises 

     1.    Generate three questions that can be answered by RtD. How would you 
 characterize them?   

   2.    How does research through design compare with design?         
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           Experimental Research in HCI 

    The experimental method is a technique used to collect data and build scientifi c 
knowledge, and it is one of the primary methodologies for a wide range of disci-
plines from biology to chemistry to physics to zoology, and of course human–
computer interaction (HCI). 

 In this chapter, we learn about the basics of experimental research. We gain an 
understanding of critical concepts and learn to appreciate the ways in which experi-
ments are uniquely suited to answer questions of causality. We also learn about best 
practices and what it takes to design, execute, and assess good experimental research 
for HCI.  

    A Short Description of Experimental Research 

 At its heart, experimental research aims to show how the manipulation of one vari-
able of interest has a direct causal infl uence on another variable of interest (Cook & 
Campbell,  1979 ). Consider the research question, “How does the frame rate of a 
video affect human perception of fl uid movement?” 

 Breaking this down, we can examine several of the elements necessary for good 
experimental research. The fi rst has to do with the notion of  causality . Our example 
question implicitly posits that a change in one variable, in this case frame rate, 
causes variation in another variable, the perception of fl uid movement. More 
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 generally, we often think of two variables,  X  and  Y ; and establishing the notion of 
causality, which implies that changes in  X  lead to changes in  Y . 

 The second thing to note is the idea of  variables . The researcher needs to 
 manipulate the levels or degree of one or more variables, known as the  independent 
variables , while keeping constant other extraneous factors. In this example, our 
independent variable is frame rate, and we could show the same video at different 
frame rates, while controlling for other factors such as brightness, screen size, etc. 
It is also important that we are able to measure the effect that these manipulations 
have on one or more  dependent variables . In this case, our dependent variable may 
be a rating score that captures human perception of fl uid movement. 

 The third thing to note is that our initial question could be formally stated as a 
 hypothesis  regarding the predicted relationship between frame rate and perception 
of fl uid movement. For example, “An increase in frame rate will increase human 
perception of fl uid movement.” The formulation of a hypothesis is important in that 
it clearly states the parameters of the experiment and communicates the expected 
relationship. The observed data are then subjected to statistical analysis to provide 
evidence for or against the hypothesized relationship. 

 Finally, true experiments require  random assignment  of participants to experi-
mental conditions. Random assignment is critical in establishing equivalent partici-
pant groups (with some probability) on both measured and unmeasured 
characteristics at the outset of the study. This safeguards against systematic biases 
in assignment of the participants to the experimental conditions, and increases the 
likelihood that differences across the groups result solely from the treatment to 
which they are assigned. Without random assignment there exists a risk that attri-
butes of the participants drive the changes in the dependent variable. 

 Returning to our frame rate example, imagine running a study in which one 
group of participants watches a video at a low frame rate and a second group watches 
the same video at a much higher frame rate. You cleverly devise a way to measure 
perception of fl uid movement, recruit participants to come to the lab, and assign the 
fi rst ten arrivals to the high frame rate condition and the next ten arrivals to the low 
frame rate condition. After collecting and analyzing your data you fi nd—counter to 
your hypothesis—that the individuals in the high frame rate condition rated the 
video as less fl uid. Upon further refl ection you realize that the participants that 
showed up fi rst did so because they have a personality type that makes them the kind 
of person to arrive early. It just so happens that this personality trait is also associ-
ated with greater attention to detail and as a result they rate things more critically 
than the late arrivals. When you do not make use of random assignment, you 
increase the risk of such confounds occurring.  

    History, Intellectual Tradition, Evolution 

 To gain a deeper sensitivity to the role experimental research plays in HCI today, it 
is helpful to trace its roots, which go back to the development and formalization of 
the scientifi c method. Aristotle is often credited in developing initial ideas toward 
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the search for “universal truths,” and the scientifi c method was popularized and 
experienced a major emergence with the work of Galileo and others in what is 
known as the Scientifi c Revolution of the sixteenth through eighteenth centuries. In 
a nutshell, scientifi c inquiry aims to understand basic relations that exist between 
circumstances and behaviors, with the ultimate goal of aggregating this understand-
ing into a formal body of knowledge. 

 While experimental research was originally developed as a paradigm for the 
physical sciences to establish scientifi c principles and laws, starting in the late nine-
teenth and early twentieth centuries, psychologists such as Wilhelm Wundt and 
G. Stanley Hall developed experimental laboratories to investigate human thought 
and behavior. It quickly became apparent that humans posed a particular challenge 
for measurement. If humans behaved in a systematic and consistent fashion like the 
physical world, the application of the scientifi c method to questions of human behav-
ior would be straightforward. But they do not; individuals vary in their behavior from 
one moment to the next, and across individuals there can be enormous variability. 

 As a result of this, researchers in psychology, sociology, cognitive science and 
information science, as well as the social sciences more broadly, developed new 
research techniques that were more appropriate for dealing with the vagaries of 
human behavior in a wide variety of contexts. Most of this early research stayed 
close to the ideals of the traditional sciences by applying the techniques to support 
systematic knowledge production and theoretical development regarding human 
behavior. 

 As the fi eld of HCI evolved, it became clear that experimental research was use-
ful not only for generating hypothesis-driven knowledge and theoretical advance-
ment but also for informing practical and applied goals. In a recent piece entitled, 
“Some Whys and Hows of Experiments in Human–Computer Interaction,” Hornbæk 
( 2011 , pp. 303–305) further argues that experimental research is suitable for inves-
tigating process details in interaction as well as infrequent but important events by 
virtue of the ability to recreate them in a controlled setting. He also highlights the 
benefi ts of sidestepping problems with self-reports that stem from faulty human 
judgments and refl ections regarding what lies behind our behaviors and feelings 
during interaction. 

 Using an approach known as A/B testing, controlled online experiments are used 
at large Internet companies such as Google, Microsoft, or Facebook to generate 
design insights and stimulate innovation (Kohavi, Henne, & Sommerfi eld,  2007 ; 
Kohavi & Longbotham,  2007 ; Kohavi, Longbotham, & Walker,  2010 ). Accordingly, 
some HCI research is more theoretically driven (e.g., Accot & Zhai,  1997 ; Gergle, 
Kraut, & Fussell,  2013 ; Hancock, Landrigan, & Silver,  2007 ; Wobbrock, Cutrell, 
Harada, & MacKenzie,  2008 ), while other research is more engineering-driven with 
the goal to demonstrate the utility of a technology from a more applied perspective 
(e.g., Gutwin & Penner,  2002 ; Harrison, Tan, & Morris,  2010 ; MacKenzie & Zhang, 
 1999 ; Nguyen & Canny,  2005 ). 

 Experimental techniques are also widely used in usability testing to help reveal 
fl aws in existing designs or user interfaces. Whether evaluating if one user interface 
design is better than another; showing how a new recommender system algorithm 
infl uences social interaction; or assessing the quality, utility, or excitement 
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engendered by a new device when we put it to use in the world, good experimental 
research practices can be applied to make HCI more rigorous, informative and inno-
vative. In fact, many of the benefi ts of experimental research and its techniques can 
be seen in HCI studies ranging from tightly controlled laboratory experiments (e.g., 
MacKenzie & Zhang,  1999 ; Veinott, Olson, Olson, & Fu,  1999 ) to “in the wild” 
fi eld experiments (e.g., Carter, Mankoff, Klemmer, & Matthews,  2008 ; Cosley, 
Lam, Albert, Konstan, & Riedl,  2003 ; Evans & Wobbrock,  2012 ; Koedinger, 
Anderson, Hadley, & Mark,  1997 ; Oulasvirta,  2009 ).  

    Advantages of Experimental Research 

 As a methodology, experimentation has a number of advantages over other HCI 
research methods. One of the most commonly recognized advantages hinges on its 
 internal validity , 1  or the extent to which the experimental approach allows the 
researcher to minimize biases or systematic error and demonstrate a strong causal 
connection. When done properly it is one of the few methodologies by which cause 
and effect can be convincingly established. 

 In Rosenthal and Rosnow’s terms, experimental research focuses on the identifi -
cation of causal relationships of the form “ X  is responsible for  Y .” This can be con-
trasted with two other broad classes of methodologies: descriptive studies that aim 
to capture an accurate representation of what is happening and relational studies 
that intend to capture the relationship between two variables but not necessarily a 
causal direction (see Rosenthal & Rosnow,  2008 , pp. 21–32). 

 The experimental method uses precise control of the levels of the independent 
variable along with random assignment to isolate the effect of the independent vari-
able upon a dependent variable. It also permits the experimenter to build up models 
of interactions among variables to better understand the differential infl uence of a 
variable across a range of others. 

 It also makes use of quantitative data that can be analyzed using inferential sta-
tistics. This allows for statistical and probabilistic statements about the likelihood of 
seeing the results, and discussion about the size of the effect in a way that is 
 meaningful when comparing to other hypothesized sources of infl uence. 

 Experimental research also provides a systematic process to test theoretical 
propositions and advance theory. A related advantage is that experiments can be 
replicated and extended by other researchers. Over time, this increases our confi -
dence in the fi ndings and permits the generalization of results across studies, 
domains, and to wider populations than initially studied. This supports the 
development of more universal principles and theories that have been examined by 
a number of independent researchers in a variety of settings.  

1   Much of what makes for good experimental design centers on minimizing what are known as 
threats to internal validity. Throughout this chapter we address many of these including construct 
validity, confounds, experimenter biases, selection and dropout biases, and statistical threats. 
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    Limitations of Experimental Research 

 In general, experimental research requires well-defi ned, testable hypotheses, and a 
small set of well-controlled variables. However, this may be diffi cult to achieve if 
the outcomes depend on a large number of infl uential factors or if carefully control-
ling those factors is impractical. If an important variable is not controlled for, there 
is a chance that any relationship found could be misattributed. 

 While an advantage of experimental research is internal validity, the fl ipside is 
that these benefi ts may come at the risk of low  external validity . External validity is 
the degree to which the claims of a study hold true for other contexts or settings such 
as other cultures, different technological confi gurations, or varying times of the day. 
A side effect of controlling for external factors is that it can sometimes lead to 
overly artifi cial laboratory settings. This increases the risk of observing behavior 
that is not representative of more ecologically valid settings. 

 That said, when designing a study there are ways to bolster external validity. 
Olson and colleagues’ paper on group design processes (Olson, Olson, Storrøsten, & 
Carter,  1993 ) exemplifi es three ways to increase external validity when designing an 
experiment. First, they chose a task that was a good match for the kinds of activities 
they had observed in the fi eld—designing an automatic post offi ce—and they tested 
the task with real software developers to ensure it was an accurate portrayal of 
everyday work activities. Second, they chose participants for the study that were as 
close as possible to those they studied in the fi eld. In this case they chose MBA 
students with at least 5 years of industry experience and who had already worked 
together on group projects. Third, they assessed the similarity of the behaviors 
between the laboratory study and their fi eldwork on several key measures such 
as time spent on specifi c aspects of design and characteristics of the discussions 
(see Olson et al.,  1993 , pp. 333–335 and Fig. 4). 

 Another common challenge for HCI researchers is that they often want to show 
that their system is “just as good” as another system on some measures while having 
advantages in other areas. A common mistake is to treat a lack of signifi cance as 
proof that no difference exists. To effectively establish that things are “just as good” 
a form of equivalence testing is needed; effect sizes, confi dence intervals, and 
power analysis 2  techniques can be used to show that the effect either does not exist 
or is so small that it is negligible in any practical sense (for details see Rogers, 
Howard, & Vessey,  1993 ). 

 Furthermore, it should be recognized that hypotheses are never really “proven” 
in an absolute sense. Instead, we accrue evidence in support of or against a given 
hypothesis, and over time and repeated investigation support for a position is 
strengthened. This is critical and points to the importance of replication in experi-
mental work. However, replication is often less valued (and thus harder to publish) 
in HCI than the novelty of invention. We argue, along with several colleagues, that 

2   G*Power 3 is a specialized software tool for power analysis that has a wide number of features 
and is free for noncommercial use. It is available at  http://www.gpower.hhu.de 
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as the fi eld matures, replication and extension should become more valued out-
comes of HCI research (Wilson, Mackay, Chi, Bernstein, & Nichols,  2012 ). 

 Finally, because experimental research is often taught early in educational pro-
grams and hence is a familiar tool, it is sometimes force-fi t into situations where 
research questions might have been more appropriately addressed using less formal 
instantiations of the experimental method or by using other methodologies (for a 
critique and response, see Lieberman,  2003 ; Zhai,  2003 ). A poorly executed experi-
ment may have the veneer of “scientifi c validity” because of the methodological 
rigor, but ultimately provides little more than well-measured noise.  

    How to Do It 

 In HCI, we often want to compare one design or process to another, decide on the 
importance of a possible problem or solution, or evaluate a particular technology or 
social intervention. Each of these challenges can be answered using experimental 
research. But how do you design an experiment that provides robust fi ndings? 

    Hypothesis Formulation 

 Experimental research begins with the development of a statement regarding the 
predicted relationship between two variables. This is known as a research hypothe-
sis. In general, hypotheses clarify and clearly articulate what it is the researcher is 
aiming to understand. A hypothesis both  defi nes the variables involved  and  the rela-
tionship between them , and can take many forms: A causes B; A is larger, faster, or 
more enjoyable than B; etc. 

 A good hypothesis has several characteristics. First, the hypothesis should be 
 precise . It should clearly state the conditions in the experiment or state the compari-
son with a control condition. It should also describe the predicted relationship in 
terms of the measurements used. 

 Second, the hypothesis should be  meaningful . One way it can be meaningful is 
by leading to the development of new knowledge, and in doing so it should relate to 
existing theories or point toward new theories. Hypotheses in the service of applied 
contributions can also be meaningful as they reveal something about the design 
under investigation and can convince us that a new system is more effi cient, effec-
tive, or entertaining than the current state-of-the-art. 

 Third, the described relationship needs to be  testable . You must be able to 
manipulate the levels of one variable (i.e., the independent variable) and accurately 
measure the outcome (i.e., the dependent variable). For example, you could be 
highly infl uenced by “The Truman Show” (Weir,  1998 ) and hypothesize that “we 
are living in a large fi sh tank being watched by other humans with which we can 
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have no contact.” While the statement may or may not be true, it is not testable and 
therefore it is speculation and not a scientifi c hypothesis. 

 Finally, the predicted relationship must be  falsifi able . A common example used 
to demonstrate falsifi ability examines the statement, “Other inhabited planets exist 
in the universe.” This is testable as we could send out space probes and show that 
there are other inhabited planets. However, the lack of detection of inhabited planets 
cannot falsify the statement. You might argue, “what if every single planet is 
observed?”, but it could be that the detection mechanisms we use are simply not 
sensitive enough. Therefore, while this statement could be true, and even shown to 
be true, it is not falsifi able and thus is not an effective scientifi c hypothesis. You 
must be able to disprove the statement with empirical data.  

    Evaluating Your Hypothesis 

 Once you have established a good hypothesis, you need to demonstrate the degree 
to which it holds up under experimental scrutiny. Two common approaches for 
doing this are hypothesis testing and estimation techniques. 

    Hypothesis Testing 

 Hypothesis testing, specifi cally null hypothesis signifi cance testing, is widely used. 
In the context of HCI, this approach often aims to answer the question “Does it 
work?” or “Are the groups different?” 

 The fi rst step in null hypothesis signifi cance testing is to formulate the original 
research hypothesis as a  null hypothesis  and an  alternative hypothesis . 3  The null 
hypothesis (often written as  H  0 ) is set up as a falsifi able statement that predicts no dif-
ference between experimental conditions. Returning to our example from the begin-
ning of the chapter, the null hypothesis would read, “Different frame rates  do not  
affect human perception of fl uid movement.” The alternative hypothesis (often written 
as  H  A  or  H  1 ) captures departures from the null hypothesis. Continuing with the exam-
ple, “different frame rates  do  affect human perception of fl uid movement.” 

 The second step is to decide on a signifi cance level. This is a prespecifi ed value 
that defi nes a tolerance for rejecting the null hypothesis when it is actually true (also 
known as a Type I error). More formally, this is stated as alpha ( α ) and it captures 
the conditional probability, Pr(reject  H  0 | H  0  true). While a somewhat arbitrary choice, 
the convention of  α  = 0.05 is often used as the threshold for a decision. 

 The third step is to collect the data (this is a big step that is addressed later in 
the chapter) and then apply the appropriate statistical test to obtain a  p  value. 

3   Here we present the Neyman–Pearson approach to hypothesis testing as opposed to Fisher’s sig-
nifi cance testing approach. Lehmann ( 1993 ) details the history and distinctions between these two 
common approaches. 
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The  p  value tells you the probability of obtaining the observed data, or more extreme 
data, if the null hypothesis were true. More formally, Pr(observed data| H  0  true). 
Therefore, a low  p  value indicates that the observed results are unlikely if the null 
hypothesis were true. 

 The fi nal step compares the observed  p  value with the previously stated signifi -
cance level. If  p  <  α , then you reject the null hypothesis. Thus, by rejecting the null 
hypothesis that “Different frame rates do not affect human perception of fl uid move-
ment,” we bolster the evidence that different frame rates may affect human percep-
tion of fl uid movement (i.e., we gather additional support for the alternative 
hypothesis). 

 While methodologically straightforward to apply, you should recognize con-
cerns with this methodology, so as not to accidentally misinterpret results. These 
concerns center on its dichotomous “accept” or “reject” outcome, widespread mis-
interpretation and faulty reporting of results, and inattention to the magnitude of 
effects and their practical signifi cance (Cohen,  1994 ; Cumming,  2012 , pp. 8–9; 
Johnson,  1999 ; Kline,  2004 ). Several common misunderstandings stem from a 
misinterpretation of statistical results such as the mistaken belief that a  p  value 
indicates the probability of the result occurring because of sampling error or that 
 p  < .05 means the chances of a Type I error occurring are less than 5 %. Other com-
mon mistakes stem from faulty conclusions drawn after accepting or rejecting the 
null hypothesis such as suggesting that the failure to reject the null hypothesis is 
proof of its validity, or the common misperception that a smaller  p  value means a 
larger effect exists. Finally, researchers should not lose sight of the fact that statisti-
cal signifi cance does not imply substantive signifi cance or practical importance. 
For a detailed description of these and other common mistakes see (Kline,  2013 , 
pp. 95–103).  

    Estimation Techniques 

 While the notion of a null hypothesis can be useful to understand the basic logic of 
the experimental methodology, null hypothesis testing is rarely adequate for what 
we really want to know about the data. To address some of the challenges of tradi-
tional hypothesis testing approaches, contemporary methods rely on  estimation 
techniques  that focus on establishing the magnitude of an effect through the applica-
tion of confi dence intervals and effect sizes (for recent coverage see Cumming, 
 2012 ; Kline,  2013 , pp. 29–65). 4  Accessible and thorough descriptions on various 
estimation techniques can be found in (Cumming,  2012 ; Cumming & Finch,  2001 ; 
Ellis,  2010 ; Kelley & Preacher,  2012 ). Bayesian statistics are another alternative 
that provide greater capability to estimate and compare likelihoods for various 
hypotheses. For introductions to the Bayesian approach see (Kline,  2013 , pp. 289–312; 
Kruschke,  2010 ). 

4   We return to effect sizes and confi dence intervals in the section “What constitutes good work,” 
where we describe how they can be used to better express the magnitude of an effect and its real 
world implications. 
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 Estimation techniques retain the notion of a research hypothesis and accruing 
evidence for or against it, but the emphasis is on quantifying the magnitude of an 
effect or showing how large or small differences are between groups, technologies, 
etc. In the context of HCI, estimation approaches aim to answer more sophisticated 
questions such as, “How well does it work across a range of settings and contexts?” 
or “What is the size and relative importance of the difference between the groups?” 
In other words, it aims to quantify the effectiveness of a given intervention or treatment 
and focuses the analysis on the size of the effect as well as the certainty underlying 
the claim. This approach may be more appropriate for applied disciplines such 
as HCI (Carver,  1993 ) as it shifts the emphasis from statistical signifi cance to the 
size and likelihood of an effect, which are often the quantities we are more inter-
ested in knowing.   

    Variables 

 The choice of the right variables can make or break an experiment and it is one of the 
things that must be carefully tested before running an experiment. This section covers 
four types of variables: independent, dependent, control variables, and covariates. 

    Independent Variable 

 The  independent variable  ( IV ) is manipulated by the researcher, and its conditions 
are the key factor being examined. It is often referred to as  X , and it is the presumed 
cause for changes that occur in the dependent variable, or  Y . 

 When choosing an IV, a number of factors should be taken into account. The fi rst 
is that the researcher can establish  well-controlled variation  in its conditions or 
levels. This can be accomplished by manipulating the stimuli (e.g., the same movie 
recorded at different frame rates), instructions (e.g., posing a task as cooperative vs. 
competitive), or using measured attributes such as individual differences (e.g., 
selecting participants based on gender or education levels 5 ). A group in the condi-
tion that receives the manipulation is known as the treatment group, and this group 
is often compared to a control group that receives no manipulation. 

 The second is the ability to provide a clear  operational defi nition  and confi rm 
that your IV has the intended effect on a participant. You need to clearly state how 
the IV was established so that other researchers could construct the same variable 
and replicate the work. In some cases, this is straightforward as when testing differ-
ent input devices (e.g., trackpad vs. mouse). In other cases it is not. For example, if 

5   When using measures such as education level or test performance, you have to be cautious of 
regression to the mean and be sure that you are not assigning participants to levels of your inde-
pendent variable based on their scores on the dependent variable or something strongly correlated 
with the DV (also known as sampling on the dependent variable) (Galton,  1886 ). 
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you vary exposure to a warning tone, the operational defi nition should describe the 
frequency and intensity of the tone, the duration of the tone, and so on. This can 
become especially tricky when considering more subjective variables capturing 
constructs such as emotional state, trustworthiness, etc. A challenge that must be 
addressed in the operational defi nition is to avoid an  operational confound , which 
occurs when the chosen variable does not match the targeted construct or uninten-
tionally measures or captures something else. 

 A  manipulation check  should be used to ensure that the manipulation had the 
desired infl uence on participants. It is often built into the study or collected at the 
conclusion. For example, if you were trying to experimentally motivate participants 
to contribute to a peer-production site such as OpenStreetMap, 6  a manipulation 
check might assess self-reported motivation at the end of the study in order to vali-
date that your manipulation positively infl uenced motivation levels. Otherwise the 
measured behavior could be due to some other variable. 

 A third important factor to consider is the  range  of the IV (i.e., the difference 
between the highest and lowest values of the variable). Returning to the example of 
motivating OpenStreetMap contributions, the range of values you choose is impor-
tant in determining whether or not motivation levels actually change for your par-
ticipants. If you gave the “unmotivated” group one dollar, and the “motivated” 
group two dollars, the difference may not be enough to elicit a difference in coop-
erative behavior. Perhaps one dollar versus ten dollars may make a difference. It is 
important that the ranges are realistic and practically meaningful. 

 Another critical aspect to variable selection is choosing meaningful or interest-
ing variables for your study. In practice this can be even more diffi cult than address-
ing the aspects described above. Good variables should be theoretically or practically 
interesting; they should help to change our way of thinking; they should aim to 
provide deeper understanding, novel insight, or resolve confl icting views in the lit-
erature. Knowing what others have studied and recognizing the gaps in the prior 
literature can help to achieve this goal.  

    Dependent Variable 

 The  dependent variable  ( DV ), often referred to as  Y , is the outcome measure whose 
value is predicted to vary based upon the levels of the IV. Common types of depen-
dent variables used in HCI research are self-report measures (e.g., satisfaction with 
an interface), behavioral measures (e.g., click-through rates or task completion 
times), and physiological measures (e.g., skin conductance, muscle activity, or eye 
movements). Picking a good DV is crucial to a successful experiment, and a key 
element of a good DV is the extent to which it can accurately and consistently cap-
ture the effect you are interested in measuring. 

  Reliability  is important when choosing a DV. A measure is perfectly reliable if 
you get the same result every time you repeat the measurement under identical 

6   http://www.openstreetmap.org 
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conditions. There are many steps that help to increase the reliability of a DV 7  
and decrease the variability that occurs due to measurement error. For each of your 
DVs, try to:

•     Clearly specify the rules for quantifying your measurement : Similar to the con-
struction of the IV, you need to be able to detail exactly how your DV was con-
structed and recorded. This includes formulating coding and scoring rules for the 
quantifi cation of your measure, or detailing the calculations used when recording 
the value of your DV. If you cannot clearly articulate your rules you will likely 
introduce noise into your measure.  

•    Clearly defi ne the scope and boundaries of what you are going to measure . You 
need to articulate the situations, contexts, and constraints under which you col-
lect your data. For example, suppose you want to measure online content sharing 
by counting how many times in a session people perform link sharing to external 
web content. What counts as “a session?” What counts for “link sharing?” Does 
it have to be original content or can it be a copy of someone else’s post? Does it 
have to be the actual link to a URL or could it be a snippet of content?    

  Validity  is another important consideration when choosing your DV. It is not 
enough to know that a measure is reliable. It is also important to know that a mea-
sure captures the construct it is supposed to measure—if it does so it is considered 
a valid measure. The following lists ways to assess the validity of your measures, in 
order from weakest to strongest 8 :

•     Face validity  is the weakest form of validity. It simply means that your measure 
appears to measure what it is supposed to measure. For example, imagine you 
propose to measure online satisfaction with a web purchasing process by count-
ing the number of positive emoticons that are present in the purchase comments. 
You feel that the more a person uses positive emoticons, the more satisfi ed they 
were, so “on its face” it is a valid measure.  

•    Concurrent validity  uses more than one measure for the same construct and then 
demonstrates a correlation between the two measures at the same point in time. 
The most common way to examine concurrent validity is to compare your DV 
with a gold-standard measure or benchmark. However, concurrent validity can 
suffer from the fact that the secondary variable or benchmark for comparison 
may have the same inaccuracies as the DV under investigation.  

•    Predictive validity  is a validation approach where the DV is shown to accurately 
predict some other conceptually related variable later in time. The prototypical 
example is the use of high-school GPA to predict fi rst year’s GPA in undergradu-
ate classes.  

7   When developing new measures it is important to assess and report their reliability. This can be 
done using a variety of test–retest assessments. 
8   Sara Kiesler and Jonathon Cummings provided this structured way to think about dependent 
variables and assessing forms of reliability and validity. 
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•   Best practice is to make use of  standardized  or  published  measures when 
 available. 9  The major benefi t is that a previously validated and published mea-
sure has been through a rigorous evaluation. However, the challenge in using 
preexisting measures is to make sure that they accurately capture the construct 
you want to measure.    

 The  range  of the DV is another important aspect to consider. A task that is so 
easy that everyone gets everything correct exhibits a “ceiling effect”; while a task 
so diffi cult that nobody gets anything correct exhibits a “fl oor effect.” These effects 
limit the variability of measured outcomes, and as a result the researcher may falsely 
conclude there is no infl uence of the IV on the DV. 

 Related to range is the  sensitivity  of the dependent variable. The measure must 
be sensitive enough to detect differences at an appropriate level of granularity. For 
example, an eye tracker with an accuracy of 2° will not be able to capture a poten-
tially meaningful and consistent difference of ½°. 

 The fi nal thing to consider when selecting a DV is  practicality . Some data are 
more accessible than others and therefore are more viable for a given study. Some 
practical aspects to consider: How often do the events occur? Will the cost of col-
lecting the data be prohibitive? Can you access all of the data? Will your presence 
infl uence the behavior under observation?  

    Control Variable 

 In addition to independent and dependent variables, there are a number of potential 
variables that must remain constant; otherwise you run the risk of fl uctuations in an 
unmeasured variable masking the effect of the independent variable on the dependent 
variable. A  control variable  is a potential IV that is held constant. For example, when 
running reaction time studies you need to control lighting, temperature, and noise 
levels and ensure that they are constant across participants. Holding these variables 
constant is the best way to minimize their effects on the dependent variable. Unlike 
an independent variable, a control variable is not meant to vary but rather stay con-
stant in order to “control” for its infl uence on the DV. For any given experiment there 
are an infi nite number of external variables, so researchers make use of theory, prior 
literature and good discretion to choose which variables to control.  

    Covariate 

 While a good experiment does its best to control for other factors that might infl u-
ence the dependent variable, it is not always possible to do so for all extraneous 

9   It should be noted that numerous surveys and questionnaires published in the HCI literature were 
not validated or did not make use of validated measures. While there is still some benefi t to con-
sistency in measurement, it is less clear in these cases that the measures validly capture the stated 
construct. 

D. Gergle and D.S. Tan

Gang Wang

Gang Wang



203

variables.  Covariates  (or, somewhat confusingly, “control variables” in the 
 regression sense) are additional variables that may infl uence the value of the 
 dependent variable but that are not controlled by the researcher and therefore 
are allowed to naturally vary. These are often participant baseline measures or 
demographic variables for which there is theoretical rationale or prior evidence sug-
gesting a correlation to the dependent variable. The idea is that they need to be 
controlled because random assignment is not perfect, particularly in small samples, 
and therefore experimental groups may not have been completely equivalent before 
the treatment. When this is the case, covariates can be used to control for potential 
confounds and can be included in the analysis as statistical controls.   

    Research Designs 

 Up to this point we have discussed the basic components of experimentation. In this 
section we examine various research designs that bring together these components 
in ways to best accrue evidence for a research hypothesis. While there are several 
texts that provide extensive coverage of experimental designs, we focus on designs 
most commonly used in HCI research. We examine randomized experiments (also 
known as “true experiments”) and quasi-experiments and discuss the differences 
between the two designs. 

    Randomized Experiments 

 We begin by examining a class of experiments known as randomized experiments 
(Fisher,  1925 ). Their distinguishing feature is that participants are  randomly 
assigned  to conditions, as this results in groups that, on average, are similar to one 
another (Shadish, Cook, & Campbell,  2002 , p. 13). In order to keep from confl ating 
attributes of the participants with the variables under investigation, randomized, 
unbiased assignment of participants to the various experimental conditions is 
required for all of these study designs. This can often be done through a coin toss, 
use of a table of random numbers, or a random number generator. 10  

 We begin by describing single-factor designs that allow us to answer questions 
about the relationship between a single IV and a single DV. We then move on to 
examine more advanced designs for multiple IVs and a single DV (known as  facto-
rial designs ) as well briefl y discuss those designs involving multiple IVs and mul-
tiple DVs. 

10   Lazar and colleagues (Lazar, Feng, & Hochheiser,  2010 , pp. 28–30) provide a step-by-step dis-
cussion of how to use a random number table to assign participants to conditions in various experi-
mental designs. In addition, numerous online resources exist to generate tables for random 
assignment to experimental conditions (e.g.,  http://www.graphpad.com/quickcalcs/randomize1.cfm ). 
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   Between-Subjects Design 

 The  between-subjects design  is one of the most commonly used experimental 
designs and is considered by many to be the “gold standard” of randomized experi-
mental research. Participants are randomly assigned to a single condition (also 
known as a level of the IV). 

 Consider, as an example, a rather simple research question that aims to assess the 
effect that  display size has on task immersion . Your independent variable is display 
size, and it has three conditions: small, medium, and large. You also have a single 
dependent variable: a behavioral measure of task immersion. Let us also assume that 
you have 24 participants enrolled in the study. In a between-subjects design, you 
would assign eight participants to the small display size condition, eight to the medium 
display size condition, and the remaining eight to the large display size condition. 

 Most of the benefi ts of a between-subjects design derive from the fact that each 
participant is only exposed to a single condition. As a result, there is no concern that 
the participant will learn something from their exposure to one condition that will 
infl uence measurement of another condition. This is particularly useful for scenar-
ios where the participant may learn or develop competencies that could affect their 
performance in another condition. 

 If fatigue is likely to be an issue, between-subjects designs have the advantage of 
shorter duration because the subjects are only exposed to a single experimental 
condition. Between-subjects designs also afford lengthier experimental tasks for the 
same reason. 

 However, there are also a number of drawbacks to the between-subjects design. 
The biggest disadvantage occurs when there are large individual differences in per-
formance as measured by the DV. This can translate into a failure to detect a differ-
ence when there is one (i.e., a Type II error) because the higher individual variance 
makes it diffi cult (relatively speaking) to achieve a statistically signifi cant result. 
Figure  1  demonstrates this difference. Looking at the data in the left-hand panel 
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  Fig. 1    Example demonstrating the ability to more easily detect differences with within-subjects 
design ( right ) as compared to a between-subjects design ( left ) when there are large individual 
 differences in participants’ scores       
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from 24 different individuals (eight in each of the conditions) you would be hard 
pressed to suggest there is a difference in performance across the groups. However, 
consider the same spread of data drawn from eight individuals who participated in 
each condition as shown in the right-hand panel (this is a within-subjects design 
and is discussed in the next section). In this fi gure each individual’s data points are 
connected by a line and it is easy to see that in all cases the score increases, even 
though there is a great deal of variability across participants in their baseline levels 
of task immersion.

   Another disadvantage is that the groups of participants assigned to the various 
conditions may not be equivalent and may systematically vary along an unseen 
dimension—and this is why random assignment is a crucial requirement of all true 
experiments. In addition, there are a number of practical challenges with between- 
subjects designs such as the need for a larger number of participants to examine an 
equivalent number of experimental conditions.  

   Within-Subjects Design 

 A within-subjects design is one in which participants are assigned to all conditions 
(i.e., all levels of the IV) or have repeated exposure to a single condition (known as 
a repeated measures design). Returning to our research question regarding display 
size and task immersion, each of the 24 participants would be exposed to the small, 
medium, and large display sizes. 

 The main advantage of within-subjects designs stems from the fact that the same 
participant is examined under numerous conditions, which effectively allows them 
to serve as their own control. When there is a large amount of individual variation, 
a within-subjects design is a more sensitive design for capturing differences across 
conditions because you can look at differences within a person experiencing the 
conditions. If everyone, independent of level of performance, is better on one than 
the other, then you can still fi nd signifi cant differences. The general rule of thumb is 
that when there are large individual differences with respect to the dependent vari-
able, a within-subjects design will be more effective. 

 Within-subjects designs can also be highly effi cient. The number of participants 
required to show a signifi cant difference among experimental conditions is reduced 
compared to a between-subjects design. For example, if you have three conditions, 
you would need three times the number of participants in a between-subjects design 
as you would in a within-subjects design. In factorial designs, which we discuss 
later, the multiplier can be even greater. This effi ciency can be particularly helpful 
when studying populations that are high-risk, rare (e.g., participants with rare dis-
abilities or in an isolated locale) or diffi cult to recruit in large numbers or for long 
periods of time (e.g., celebrities, high-level executives, and medical surgeons). 

 The major disadvantage to within-subjects design is that once participants are 
exposed to a condition they may be altered in a way that will impact their behavior 
in other conditions. For example, if a participant learns something in the fi rst expo-
sure that infl uences their performance, there is no way to have them “unlearn” what 
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was just gained. This is particularly problematic with studies that involve learning or 
insight solutions where you suddenly understand something that was previously per-
plexing. More generally, these problems are known as  order effects , since the results 
may be infl uenced by the order in which participants go through the conditions. 

 Another challenge for within-subjects designs has to do with fatigue. For tasks 
that are physically or cognitively challenging, having the subject perform several 
repeated tasks is not an ideal solution. If participants become tired, the data can be 
infl uenced by the fatigue. Spreading the testing out over time (e.g., hours or days) 
can resolve the fatigue issue but can introduce unwanted extraneous infl uences, not 
to mention the practical issues of researcher time and scheduling. 

 Learning and fatigue are issues that often come up in HCI research. For example, 
consider a study examining information retrieval in two different websites. If the 
participants learn about the basic structure of the website in the fi rst trial, they will 
carry over this knowledge to the same task on the second site. These types of prob-
lems are more generally known as  carryover effects , and there are several ways to 
minimize their impact that are described in the following sections. For a summary 
of factors to consider when choosing between a between-subjects design and a 
within-subjects design, see Table  1 . 

  Counterbalancing . Counterbalancing helps minimize carryover and order effects by 
controlling the presentation order of conditions across participants so that each con-
dition appears in each time period an equal number of times. In our display size 
study this means we would want the small, medium, and large display size condi-
tions to appear in each presentation position an equal number of times. 

  Complete counterbalancing  requires that the participants are balanced across all 
possible treatment orders. In a simple experiment with few conditions, this is rela-
tively easy. Table  2  shows our three-level experiment with its six possible orderings. 
However, as the number of conditions increases, the potential orderings grow at a 
rate of  n !, where  n  is the number of conditions.

    Since complete counterbalancing is only feasible for small numbers of condi-
tions—with only fi ve conditions there are 120 different orderings needed—
researchers have developed a compromise approach where each treatment occurs 
equally often in each position.  Latin square designs  11  (Cochran & Cox,  1957 ; 

11   There are numerous online resources for obtaining Latin square tables (e.g.,  http://statpages.org/
latinsq.html ). 

   Table 1    Summary table for choosing a between-subjects design or a within-subjects design   

 Choose… 
 Between-subjects design  Within-subjects design 

 • When there are small individual 
differences, but large expected 
differences across conditions 

 • When there are large individual differences 
(i.e., high variance across participants with 
respect to the dependent variable(s) of interest) 

 • When learning and carryover effects 
are likely to infl uence performance 

 • When tasks are unlikely to be affected by learning 
and carryover effects are unlikely to occur 

 • When fatigue may be an issue  • When working with rare or hard to reach 
populations 
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Fisher & Yates,  1953 ; Kirk,  1982 ; Rosenthal & Rosnow,  2008 , pp. 192–193) are a 
form of  partial counterbalancing  that ensure that each condition appears in each 
position an equal number of times. Table 3 presents a simple Latin square for four 
conditions. 

 A common question that arises regarding Latin square designs is what to do 
with the next cluster of participants. One option would be to continue to use the 
same Latin square over and over again for each new cluster of participants (e.g., 
1–4, 5–8, 9–12, and so on). If using this approach, be sure to test whether the partial 
counterbalancing is systematically related to the effects of the conditions. An alter-
native is to generate new Latin squares for each additional cluster of participants. 
This has the advantage of reducing the likelihood that the partial counterbalancing 
correlates with the results, but the disadvantage is that this correlation cannot be 
tested in a straightforward way (for details on these approaches see Kirk,  2013 , 
Chaps. 14–16). 

 Even better than standard Latin square designs are  balanced Latin square 
designs  where each condition precedes and follows each other condition equally 
often. This can help to minimize sequential effects. 12  For example, in Table  3  notice 
that A precedes B in three of the four rows. A better design can be seen in Table  4  
where A precedes B an equal number of times as B precedes A. A balanced Latin 
square (Bradley,  1958 ; Williams,  1949 ) can be constructed for an even number of 
conditions using the following algorithm for the fi rst row of the square: 1, 2,  n , 3, 

12   This approach only balances for what are known as fi rst-order sequential effects. There are still 
a number of ways in which repeated measurement can be systematically affected such as nonlinear 
or asymmetric transfer effects. See (Kirk,  2013 , Chap. 14) or other literature on Latin square or 
combinatorial designs for more details. 

   Table 2    Complete counterbalancing for a 3-level IV (A,B,C), within-subjects experiment   

 Participant  First treatment  Second treatment  Third treatment 

 1  A (small display)  B (medium display)  C (large display) 
 2  A  C  B 
 3  B  A  C 
 4  B  C  A 
 5  C  A  B 
 6  C  B  A 

   Table 3    A Latin square design for a 4-level IV (A,B,C,D), within-subjects experiment   

 Participant  First treatment  Second treatment  Third treatment  Fourth treatment 

 1  A  B  C  D 
 2  B  C  D  A 
 3  C  D  A  B 
 4  D  A  B  C 
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 n −1, 4,  n −2, …, where  n  = the number of conditions. Each subsequent row is 
 constructed by adding 1 to the value of the preceding row (or subtracting 1 if the 
value is equal to  n ). 13 

       Factorial Designs 

 Up to this point we have focused on experiments that examine a single independent 
variable at a time. However, in many studies you will want to observe multiple inde-
pendent variables at the same time, such as gender, display size and task complexity. 
In such a design each variable is called a  factor , and the designs that make use of 
many factors are  factorial designs . 14  Factorial designs can be either between- 
subjects, within-subjects, or both in what is known as  mixed factorial designs  15  (or 
split-plot designs). 

 The number of factors and their conditions can be multiplied to yield the total 
number of conditions you will have for a given experiment. A study with two fac-
tors, each with two conditions would yield four total conditions. The name for such 
a design would be a 2 × 2 factorial. There is no theoretical limit to the number of 
factors that can be included in a study; however, there are practical limitations since 
each additional factor can drastically increase the number of participants needed 
and the analysis and interpretation become correspondingly complex. For example, 
a 3 × 3 × 4 × 2 design would yield 72 different confi gurations that would each require 
enough participants to have a well-powered experiment. If you were using a 
between-subjects design and including 10 participants in each condition, you would 
need 720 participants! If you used a mixed factorial or within-subjects design you 
could reduce the overall number of participants needed, but you would have to be 
careful about fatigue, ordering and carryover effects. 

13   If your experiment has an odd number of conditions, then two balanced Latin squares are needed. 
The fi rst square is generated using the same method described in the text, and the second square is 
a reversal of the fi rst square. 
14   As a side note, Latin square designs are a within-subject version of a general class of designs 
known as fractional factorial designs. Fractional factorial designs are useful when you want to 
explore numerous factors at once but do not have the capacity to run hundreds or thousands of 
participants to cover the complete factorial (see Collins, Dziak, & Li,  2009 ). 
15   In practice, mixed factorial designs are often used when examining different groups of partici-
pants (e.g., demographics, skills). For example, if you are interested in differences in user experi-
ence across three different age groups, a between-subjects factor may be age group (teen, adult, 
elderly), while a within-subjects factor may be three different interaction styles. 

   Table 4    A balanced Latin square design for a 4-level IV (A,B,C,D), within-subjects experiment   

 Participant  First treatment  Second treatment  Third treatment  Fourth treatment 

 1  A  B  D  C 
 2  B  C  A  D 
 3  C  D  B  A 
 4  D  A  C  B 
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  Main effects and interactions . A major strength of factorial designs is that they 
allow you to build up a more complex understanding of the simultaneous relation-
ship between several independent variables and the dependent variable. In other 
words, you can examine both  main effects  and  interactions . A main effect is the 
infl uence of a single independent variable upon the dependent variable. An interac-
tion occurs when the effect of one independent variable on the dependent variable 
varies according to the levels of another independent variable. 

 Figure  2  illustrates a subset of the possible outcomes for a 2 × 2 factorial design 
that examines test performance for two different groups—low socioeconomic status 
(SES) and high SES—using one of two different online testing systems (one with an 
automated tutor and one without). For this design there are two potential main 
effects: SES and online testing system. There is also an SES × online testing system 
interaction.

   Figure  2a  shows what a graph might look like with a main effect of SES where 
high SES scores higher than low SES (i.e., the red line is higher than the blue line) 
and a main effect of online testing system where the automated tutor scores higher 
than the no tutor system (i.e., the average of the two points on the left is lower than 
the average of the two points on the right). 

  Fig. 2    Three sample outcomes from a 2 × 2 factorial design showing ( a ) two main effects, no 
interaction, ( b ) no main effects but a crossover interaction, ( c ) two main effects and an interaction 
(Color fi gure online)       
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 Figure  2b  exemplifi es another possibility and shows why investigating 
 interactions 16  can be helpful. If you only examined the main effects (by averaging 
across levels of the second IV) you would come to the conclusion that there is no 
difference between the groups or systems tested. However, there is a clear interac-
tion. This form of interaction, known as a crossover interaction, shows that the effect 
on the dependent variable goes in opposite directions for the levels of the variable 
under investigation—and it can mask differences at the main effect level. 17  

 Figure  2c  shows a result that suggests that both the online tutoring system and 
SES may matter. However, there is an SES × online testing system interaction that 
reveals the automated tutoring system primarily benefi ts the low SES group.  

   Determining Sample Size and Statistical Power 

 When designing an experimental study it is important to plan for the number of 
participants needed. The use of too many participants can be a waste of time and 
money, and it runs the risk of uncovering small or even meaningless differences. 
Too few participants, and you may fail to detect differences that actually exist. 
Ideally you want an estimate that will allow you to reach a conclusion that is accu-
rate with suffi cient confi dence. 

 A systematic approach to determining sample size depends on the particular 
experimental design, number of conditions, desired level of statistical confi dence 
( p  < .05 is often used), desired sensitivity or power to detect differences (80 % power 
is often used), a good estimate of the variability in the measurements, and an under-
standing of what a meaningful difference is in the context of your experiment. 

 Bausell and Li ( 2002 ) and Cohen ( 1988 ) provide excellent coverage of the topic, 
and    Kenny (1987, Chap. 13) provides a nice example for studies with a small num-
ber of experimental conditions. There are also numerous web resources for deter-
mining appropriate sample sizes such as   http://www.statsoft.com/textbook/
power-analysis/    . Most statistical software packages also provide tools to generate 
visual representations called power curves that can be particularly useful when you 
are less confi dent of your measurement estimates.   

    Quasi-Experimental Designs 

 In HCI research true random assignment may be impractical, infeasible, or unethi-
cal. For example, consider a study that compares performance in a classroom with 
a new technological innovation versus a traditional classroom without it. In this 
case, the students are not randomly assigned but instead are preselected based on the 
classroom to which they were previously assigned. When this is the case, there is a 

16   Note that common transformations of the data (e.g., logarithmic or reciprocal transformations) 
can affect the detection and interpretation of interactions. Such transformations are performed 
when the data deviate from the distributional requirements of statistical tests, and researchers need 
to be cautious when interpreting the results of transformed data. 
17   For factorial designs with more factors, higher-order interactions can mask lower-order effects. 
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risk that other factors may come into play when measuring the dependent variable. 
For instance, the teacher of the technological innovation class may also be a better 
teacher and that may be the primary reason for a performance enhancement. 

 Quasi-experimental designs 18  aim to address the internal validity threats that 
come about from a lack of randomization. The designs tend to vary along two pri-
mary dimensions: those with or without control or comparison groups; and those 
with or without pre- and post-intervention measures. 

   Non-equivalent Groups Design 

 The non-equivalent groups design is one of the most commonly applied quasi- 
experimental designs in HCI. The goal is to measure changes in performance that 
result from some intervention. However, this design lacks the random assignment of 
participants to experimental groups. This is why it is called “non-equivalent” 
groups—because the two groups are not equivalent in a way that they would be if 
random assignment had been used. In many ways it is structured like a typical pre-
test/post-test design with a control or comparison group: 

  Group A :  Obs   1  –[Intervention]–  Obs   2   
  Control Group :  Obs   1    Obs   2   

 The ideal outcome from such a design is that there is little difference in the pre- 
intervention measure (pre-test) but large differences in the post-test measure. In 
other words, the more likely that the groups are equivalent at pre-test time (Obs 1 ), 
the more confi dence we can have in the differences that appear post intervention 
(Obs 2 ). However, there are still a number of threats to internal validity. One is that 
there are latent attributes of Group A that are not revealed in the pre-testing but that 
interact with the intervention in some way. Another is that the groups are receiving 
uneven exposure over time between the pre-test and post-test. Returning to the 
classroom example, if the teacher in the classroom with the technological innova-
tion also exposes students to something else related to the dependent variable, then 
we run the risk of misattributing the changes in the dependent variable.  

   Interrupted Time-Series Design 

 The interrupted time-series is another popular quasi-experimental design. 19  It infers 
the effects of an independent variable by comparing multiple measures obtained 

18   For more detailed coverage of quasi-experimental designs see (Cook & Campbell,  1979 ; Shadish 
et al.,  2002 ). 
19   Time-series approaches have particular statistical concerns that must be addressed when analyz-
ing the data. In particular, they often produce data points that exhibit various forms of autocorrela-
tion, whereas many statistical analyses require that the data points are independent. There are 
numerous books and manuscripts on the proper treatment of time-series data, many of which reside 
in the domain of econometrics (Gujarati,  1995 , pp. 707–754; Kennedy,  1998 , pp. 263–287). 
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before and after an intervention takes place. It is often used when there is a naturally 
occurring event that takes place or in fi eld studies where it is infeasible to have a 
control group. 

 The basic form of an interrupted time-series design relies on a series of measure-
ments with knowledge of when an intervention, treatment or event occurred, fol-
lowed by another series of measurements: 

  Group A :   Obs   1  – Obs   2  – Obs   3  –[Intervention]– Obs   4  – Obs   5  – Obs   6   

 If the intervening event or treatment had an effect, then the subsequent series of 
observed values should experience a quantifi able discontinuity from the preceding 
measurements. While the easiest change to see is an immediate shift from a fl at line, 
there are numerous ways in which the changes can manifest including intercept or 
slope changes. 20  

 However, there are some major threats to internal validity that must be assessed 
with time-series designs in HCI. The primary concern hinges on whether another 
infl uential event took place at the same time as the intervention (e.g., a major press 
release about your online news system broke at the same time you implemented a 
new algorithm aiming to improve online contributions), or whether there was sig-
nifi cant mortality or drop out that occurred between the fi rst set of measures and the 
second (e.g., the participants that were not contributing much dropped out com-
pletely for the later stages of the study).  

   Strengthening Causal Inferences from Quasi-Experimental Designs 

 For both non-equivalent groups and interrupted time-series designs, there are a 
number of concerns that arise regarding internal validity, most of which result from 
the lack of random assignment or use of a control group. To address these concerns, 
a number of variations have been developed. 

 The fi rst integrates  treatment removal  into the design. 21  If the intervention is 
reversible, then the research design can include this to bolster the causal evidence. 
The fi rst part of the study is the same as the interrupted time-series design, but the 
second half includes a removal of treatment followed by additional measures: 

  Group A :   Obs   1  – Obs   2   [+Intervention]  Obs   3  – Obs   4   [−Intervention]  Obs   5  – Obs   6   

 Naturally, you can extend this design to have  multiple additions and deletions . If 
the dependent variable is sensitive to the intervention you should see it respond to 
each addition and deletion of the treatment, increasing the likelihood that you have 
identifi ed a causal effect. 

20   For a detailed discussion of interrupted time-series designs see (Shadish et al.,  2002 , 
pp. 171–206). 
21   These are also known as A-B-A or withdrawal designs, and are similar to many approaches used 
for small-N or single-subject studies with multiple baselines. For further details see (Shadish et al., 
 2002 , pp. 188–190). 
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 A second variation uses  switching replications  (Shadish et al.,  2002 , pp. 146–147). 
Switching replications make use of more than one group in order to introduce inter-
ventions at different times: 

  Group A :   Obs   1  –[Intervention]– Obs   2  – Obs   3  – Obs   4  – Obs   5  – Obs   6   
  Group B :   Obs   1  – Obs   2  – Obs   3  –[Intervention]– Obs   4  – Obs   5  – Obs   6   
  Group C :   Obs   1  – Obs   2  – Obs   3  – Obs   4  – Obs   5  –[Intervention]– Obs   6   

 If the treatment truly causes a shift in the dependent variable, then you should see 
the shift whenever the intervention takes place (see top panel of Fig.  3 ), whereas if 
the change in the dependent variable was caused by another external factor (e.g., the 
aforementioned press release), then the shift would occur at the same time regard-
less of the timing of the intervention (see bottom panel of Fig.  3 ). Introducing the 
intervention at different times helps to counter internal validity arguments regarding 
the infl uence of simultaneous events, history, or even mortality issues.

   Finally, you can couple the approaches of interrupted time-series and non- 
equivalent control group designs. This design can offer some of the strongest sup-
port for causal inferences: 

  Group A :   Obs   1  –[Intervention]– Obs   2  – Obs   3  – Obs   4  – Obs   5  – Obs   6   
  Group B :   Obs   1  – Obs   2  – Obs   3  –[Intervention]– Obs   4  – Obs   5  – Obs   6   
  Group C :   Obs   1  – Obs   2  – Obs   3  – Obs   4  – Obs   5  –[Intervention]– Obs   6   
  Control Group :   Obs   1  – Obs   2  – Obs   3  – Obs   4  – Obs   5  – Obs   6   
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  Fig. 3    An illustration of the benefi t of time-series with switching replications for detecting or 
minimizing the potential infl uence of exogenous factors. The  top  two fi gures illustrate a disconti-
nuity in the time-series that occurs inline with the intervention, while in the  bottom  two fi gures the 
discontinuity in the data occurs at the same time point regardless of the intervention (i.e., it is more 
likely due to an exogenous infl uence)       
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 In summary, there are several advantages to quasi-experimental designs. One of 
the biggest is that they permit research investigations that may not be possible using 
randomized experimental approaches. For HCI researchers, this often includes 
cases where the investigation best takes place in a naturalistic context. To demon-
strate an effect in its natural environment is a convincing argument regarding its 
real-world signifi cance, and demonstrates that even with all of the external factors 
that may come into play in a natural setting, the effect still has an infl uence. In this 
way, quasi-experimental designs can be particularly well suited to the evaluation of 
contextual social issues, evaluations in educational settings, or for use with hard to 
reach or limited populations as well as in many assistive technology environments. 

 The major disadvantage of quasi-experimental designs is the threat to internal 
validity. In this section we have discussed several ways in which to address validity 
concerns. However, you may not know of the problem until it is too late. Another 
more practical challenge is that these designs, when done properly, often require the 
use of additional participants to serve as controls and comparison groups. If you are 
working with a limited population this can be challenging. Finally, these designs 
can be more complex to implement and also to analyze.    

    Statistical Analysis 

 Just as important as the research design is planning the statistical analysis ahead of 
time in a way that ensures you can draw the appropriate conclusions from your 
experiments. Once the data have been collected, descriptive and inferential statisti-
cal analysis methods are used to assess confi dence in the fi ndings. A detailed treat-
ment of statistics is beyond the scope of this chapter and the reader is instead 
directed to the references at the end of the chapter. 

 Over the years, however, we have found that having a pointer of where to look 
for the right statistical tests is just as important both when designing an experiment 
and when evaluating the results of a study. There are numerous fl ow charts available 
online for choosing the right statistical test for a given experimental design (e.g., 
  http://abacus.bates.edu/~ganderso/biology/resources/stats_fl ow_chart_v2003.pdf    ).   

    What Constitutes Good Work? 

 So what ultimately constitutes good experimental research? As Robert Abelson 
describes in his seminal book, “Statistics as Principled Argument,” it’s M.A.G.I.C. 
Abelson ( 1995 ) suggests that a persuasive argument using experimental results 
relies upon the Magnitude, Articulation, Generality, Interestingness, and Credibility 
of your research. While the MAGIC acronym was originally developed to describe 
data analysis and its presentation, it can also be useful when thinking about what 
constitutes good experimental research. 
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    The MAGIC Criteria 

  Magnitude . The magnitude of your research has to do with understanding the size 
of the effect being reported and whether it is big enough to have “real world” impli-
cations. Assessing magnitude requires more than just obtaining a  statistically sig-
nifi cant  difference between experimental conditions. In fact, as previously 
discussed, a common mistake is to report the  p  value as indicative of an effect’s 
magnitude. The  p  value, critically, depends on two things: the size of the difference 
between the two groups 22  and the size of the sample. Thus, you can achieve a sig-
nifi cant result with a small sample when there is a really big difference between 
your groups; alternatively, you can also achieve a signifi cant result with very small 
differences between the groups, if you have a large enough sample. As a result, a 
better (i.e., smaller)  p  value does not mean it is a “more signifi cant” or “bigger” 
effect. Reporting  p  values will tell you if there is a signifi cant difference between 
the groups under investigation; it will not in and of itself tell you whether the dif-
ference is meaningful. 

 The concept of  effect size  can help to determine whether the difference is mean-
ingful. Effect sizes are used to quantify the size of the mean difference between 
groups (Abelson,  1995 , pp. 45–52; Cohen,  1988 ; Grissom & Kim,  2005 ; Rosenthal 
& Rosnow,  2008 , pp. 55–58). They can be reported either in original units (i.e., the 
raw score) or in standardized forms, the latter of which can also be used when the 
variable’s units do not have an inherent scale or meaning. Effect size is a cleaner 
measure of magnitude and should not be confused with statistical signifi cance. 
Unfortunately, most HCI researchers have not yet embraced the use of effect sizes 
even though it is now mandated in many other scientifi c venues (e.g., American 
Psychological Association,  2010 , p. 34). However, exemplary papers do exist, espe-
cially those performing meta-analyses on topics such as self-disclosure in digital 
environments (Weisband & Kiesler,  1996 ) or examining the infl uence of human- 
like faces in embodied agents on interaction experience (Yee, Bailenson, & 
Rickertsen,  2007 ), as well as individual experimental studies that compare effect 
sizes across conditions (Gergle et al.,  2013 ). 

 Another way HCI researchers can better express magnitude is to report  confi -
dence intervals  (Cumming & Finch,  2001 ; Smithson,  2003 ). Confi dence intervals 
provide a more intuitive and meaningful description of the mean difference between 
the groups. Instead of providing a single number, they identify the range in which 
the true difference is likely to fall. Confi dence intervals, and their corresponding 
confi dence limits, are an intuitive way of specifying not just an estimate of the dif-
ference but also the likely minimum and maximum values of the difference. A good 
example drawn from a fi eld experiment can be seen in Oulasvirta and colleagues’ 
research (Oulasvirta, Tamminen, Roto, & Kuorelahti,  2005 ). 

 Finally, there is a more practical side to magnitude that is determined by the 
choice of experimental design and manipulations. Consider a study that shows a 

22   We use a two-condition example for ease of exposition. 
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large effect with a rather subtle manipulation vs. one that shows a large effect with 
an extreme manipulation. For example, demonstrating an increase in contributions 
to an online peer-production system by providing a graphical badge on a person’s 
profi le page (subtle) vs. paying them $100 to contribute more content (not-so- 
subtle). To the extent that you can produce the same size effects with the former, 
your results have greater magnitude, and oftentimes, practical importance. 

  Articulation . Articulation refers to the degree of detail that is reported about the 
research fi ndings. Consider the following three descriptions which range from least 
to most detailed in discussing the results of a 3 (Input Style) × 2 (Gender) factorial 
experiment: (a) “there was a signifi cant performance difference between the three 
UI input styles”; (b) “There was a signifi cant performance difference between input 
styles and also a signifi cant performance difference by gender”; or (c) “There were 
signifi cant differences between all types of input styles with style 1 being 75 % 
faster than style 2, which in turn was 18 % faster than style 3. Moreover, these per-
formance differences across input styles were even stronger for females than for 
males, and females overall were 7.2 % faster than males.” While the various state-
ments are reporting the same general trend in fi ndings, the last statement does so 
with much greater articulation. For a discussion of ways to enhance reporting of 
results with respect to articulation see Abelson ( 1995 , pp. 104–131). 

  Generality . Generality represents the extent to which the research results apply out-
side the context of the specifi c study. One aspect of this is external validity, or the 
degree to which the results can be generalized to other situations, people, or times. 

 The sample and the population from which it is drawn often limits generality. For 
example, if you are only studying Facebook users, you cannot make claims that 
generalize to the entire world’s population—especially given that a signifi cant 
majority of the world does not actually use Facebook in a signifi cant way. You can, 
however, make claims about the smaller population of Facebook users. Similarly, 
US college students, often easily recruited because they are required to serve in 
experiments as part of a course requirement, are not indicative of people in the rest 
of the world in many, many, ways. 

 Another limitation often comes from the choice of experimental and statistical 
controls employed in a study. In HCI, it is often the case that a highly controlled 
laboratory study with participants who have no history together may not be gener-
alizable to the real-world fi eld environment where the environment can be noisy 
and chaotic, people have prior relational histories, motivation can widely vary, etc. 
Using a wider range of contextual variations within studies, and a systematic pro-
gram of replication and extension along with the application of meta-analysis (for 
an introduction to the technique, see Borenstein, Hedges, & Higgins,  2009 ; for HCI 
examples, see McLeod,  1992 ; Weisband & Kiesler,  1996 ; Yee et al.,  2007 ) across 
numerous studies, are ways to broaden the scope of your fi ndings and improve the 
generality of your research. 

  Interestingness . While the fi rst three criteria can be treated in a more objective 
fashion, the last two have more subjective elements. Interestingness has to do with 
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the importance of the research fi ndings, and this can be achieved in various ways. 
Here we focus on three dimensions of interestingness: theoretical, practical, and 
novelty. 23  

 The  theoretical  dimension centers on experimental HCI research that seeks to 
inform. Theoretical contributions often consist of new or refi ned concepts, princi-
ples, models, or laws. For experimental work to be interesting on a theoretical 
dimension, the fi ndings have to change what theorists think. If we consider theory 
as our best encapsulation of why things work as they do, then challenging that 
assumption or refi ning it in order to make our theories more complete or correct is 
a hallmark of good theoretical research. The extent to which the theory must change, 
or the number of theories that are infl uenced by your fi ndings, are two key ways in 
which importance is assessed. 

 There are numerous experimental and quasi-experimental studies that make con-
tributions on the theoretical dimension. For example, work by Zhu and colleagues 
challenges the traditional notion of online leadership, and suggests that it may be a 
more egalitarian construct than previously assumed (Zhu, Kraut, & Kittur,  2012 ; 
see also Keegan & Gergle,  2010 ). Dabbish and colleagues (Dabbish, Kraut, & 
Patton,  2012 ) used an innovative online experiment to reveal the communication 
behaviors and theoretical mechanisms by which commitment to online groups 
occurs. Finally, several classic studies in the domain of Fitts’ Law have advanced 
the theory by demonstrating trajectory-based steering laws (Accot & Zhai,  1997 ; 
Wobbrock et al.,  2008 ). 

 The  practical  dimension centers on experimental HCI research that seeks to 
solve everyday problems and issues. Practical contributions can take the form of the 
development of useful new metaphors, design guidelines or design patterns, new 
products or services, and design checklists or best practices. This type of work may 
take a more pragmatic and sometimes atheoretical approach to design and develop-
ment. In these cases, experimental research techniques often focus on evaluating or 
verifying the utility of a new design or practice. Some excellent examples of this 
approach are provided in Kohavi and colleagues’ work on using web experiments to 
inform design choices (Kohavi, Henne, & Sommerfi eld,  2007 ; Kohavi & 
Longbotham,  2007 ; Kohavi, Longbotham, & Walker,  2010 ). 

 The  novelty  dimension centers on experimental HCI research that seeks to invent. 
This often includes the design, development, and deployment of new systems; new 
infrastructures and architectures; and new tools or interaction techniques. While not 
all novel contributions of this type in the HCI literature require experimental sup-
port, many are accompanied by an experimental demonstration of their utility and 
how well they perform in new settings or relative to existing best practices or state-
of- the-art algorithms or systems. 

23   While we separate these three areas in order to discuss the relative contributions that are made in 
each, it is not to suggest that these are mutually exclusive categories. In fact, some of the most 
infl uential work has all three dimensions. For a more nuanced discussion of the integration of theo-
retical (basic) and practical (applied) research in an innovation context see Stokes ( 1997 )  Pasteur ’ s 
Quadrant . 

Experimental Research in HCI

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang



218

 Gutwin and Penner’s work on telepointer traces (Gutwin & Penner,  2002 ), 
Wigdor and colleagues’ LucidTouch system (Wigdor, Forlines, Baudisch, Barnwell, 
& Shen,  2007 ), or Zhai and Kristensson’s work on the SHARK shorthand gesturing 
system (Kristensson & Zhai,  2004 ; Zhai & Kristensson,  2003 ) all make use of ele-
ments of experimental design 24  to rigorously demonstrate the utility of their novel 
designs and systems. 

  Credibility . Credibility is established by convincing the readers and reviewers that 
your work has been performed competently and with regard to common pitfalls and 
traps—it serves to bolster the plausibility of your claims. Much of what we have 
discussed throughout this chapter is aimed at establishing and supporting the cred-
ibility of your work. Doing things correctly, according to preestablished best prac-
tices and guidelines, is the easiest way to convince others of the credibility of 
experimental research. Dealing with internal and external validity, choosing a sam-
ple and understanding its limits, recognizing potential confounds, reporting on 
large and meaningful effects, performing appropriate analyses and correctly report-
ing and representing your fi ndings are all keys to establishing credible experimen-
tal research.  

    Writing Up Experimental Research 

 In order for experimental HCI research to have an impact, it needs to be communi-
cated to other researchers. While a detailed discussion of writing and dissemination 
is beyond the scope of this chapter—and several excellent guides already exist (e.g., 
Bem,  2003 )—the following provides a brief description of the central elements 
required when reporting experimental research. 

 The general form of an experimental research article follows the hour-glass writ-
ing form. It is broad at the beginning and end, and narrow in the middle. Keep in 
mind that the main goal of your research paper is to motivate and detail your argu-
ment, demonstrate what you did, and convince the reader of your contribution. It is 
not a chronology of everything you did from day one, nor is it a detailed description 
of every single fact you uncovered. It is a pointed argument. The following presents 
a standard structure for an experimental research piece, and we focus on elements 
that we feel are often misreported or problematic in HCI related venues: 

  Introduction . The introduction should answer the question, “What is the problem?” 
and “Why should anyone care?” 25  It should provide an overview of the work and 

24   Not all of these studies are strict randomized experiments. For example, the SHARK evaluation 
does not make use of a control or comparison group. However, many use experimental research 
techniques to effectively demonstrate the feasibility of their approach. 
25   The framing questions in this section are drawn from Judy Olson’s “10 questions that every gradu-
ate student should be able to answer.” The list of questions and related commentary can be found 
here:  http://beki70.wordpress.com/2010/09/30/judy-olsons-10-questions-and-some-commentary/ 
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develop the central argument for the paper. It should identify the problem, provide 
rationale for why it matters and requires further research, describe and situate the 
research in the context of related literature, and end with the specifi c goals of the 
study often stated in the form of hypotheses or research questions. Be sure to state 
the research questions early, and walk the reader through your argument. Use plain 
English. Provide examples. Be concrete. 

  Method . The method section should aim to answer the question, “What did I do?” It 
should begin with a detailed description of who the  participants  were (e.g., age, 
gender, SES, education level, and other relevant demographic variables). It is also 
important to know about the motivations used to achieve participant involvement. 
Was it done for course credit? Were the participants paid? If so, did it depend on 
their performance? etc. 

 The  sampling procedure  should then be discussed. For example, were the partici-
pants drawn from a randomized national sample or perhaps snowball sampling was 
used? Next, the approach used to  assign participants  to experimental conditions 
should be described. Were the participants randomly assigned, was some form of 
paired assignment used, or were preexisting groups used (e.g., classrooms)? 

 The next area to include in the method is a description of the  experimental 
design  and the  experimental conditions . The type of design should be clearly artic-
ulated (e.g., between- or within-subjects, mixed factorial design, or interrupted 
time series). The dependent and independent variables should also be described. 
This should be followed by a description of the  stimuli  and  materials  used to collect 
the data. 

 Finally, the written  procedure  should provide a detailed description of the pro-
cesses used to collect the data. Describe any particular machinery, software, or mea-
surement instruments. Discuss how the participants were handled before, during, 
and after the study, and detail the presentation order of materials. This should be 
followed by a description of the analysis where you detail what statistical compari-
sons were planned, discuss how missing data were treated, state how your depen-
dent variable was captured, scored, annotated, etc. 

 The rule of thumb for the amount of detail that should go into the method section 
is that it should be enough for another researcher to be able to replicate the study if 
they chose to do so. 

  Results . The results section should aim to answer the question, “What did I fi nd?” It 
should present the analyses performed and the major fi ndings. You should present 
the results in a way that best supports the central argument being proposed in the 
paper, and be explicit when addressing central research questions and hypotheses. 

 The results section should focus on the most important fi ndings or DVs. 
Remember, you are presenting results that are relevant to the central argument of the 
paper (both those that support and contradict your argument). Be sure to state each 
fi nding in a clear form without the use of jargon, and then support it with statistics. 
Remember that the statistics are not the focal point of the results section. The state-
ment of the fi nding is the important part, and the statistics should be used to bolster 
the reader’s confi dence in that statement. Show the most relevant fi ndings in tables 
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and fi gures, and be sure to point out the fi gures and tables in the accompanying 
prose. It can also be useful to interpret as you present, although you need to be clear 
about what are actual results and what are interpretations of the results. Finally, end 
the results section with a reminder of the purpose of the experiment and provide a 
light summary of the results with respect to the central argument. 

  Discussion . The discussion section should aim to answer the question, “What does 
all of this mean?” and “Why does it matter?” Remember, this section (and the paper 
as a whole) should be a pointed argument. The discussion section is where you can 
contextualize your results both with respect to the central research questions and 
hypotheses and in relation to prior work in the area. 

 In this section you should start by reviewing the evidence you have garnered 
toward your position and discuss the evidence against it. Be sure not to oversell your 
fi ndings. You should also be sure to discuss the limitations of the current study or 
approach and address possible alternative explanations for your fi ndings. 

 Once you have discussed your results in detail, you can begin to talk about the 
broader implications of the work whether they are for design, policy, or future work. 
You can describe the ways in which new experiments can be performed to address 
open questions or describe new directions that need to be addressed given the fi nd-
ings you have revealed. 

  Conclusion . Finally, you should conclude the paper with a restatement of your 
work. The conclusion is, in many ways, like the introduction of the paper. This is 
often a single paragraph that reminds the reader of the initial goals of the work, what 
you found, what it means, and why it matters—both for the particular questions 
under investigation as well as more broadly.   

    Personal Story about How the Authors Got into this Method 

 In this section we describe our personal experiences with research we conducted 
together with colleagues Randy Pausch and Peter Scupelli exploring the cognitive 
effects of physically large displays. 

 At the time we began our large display work (around 1999), LCD manufacturing 
was becoming signifi cantly more effi cient, creating a supply of cheaper and larger 
displays. Furthermore, projectors and digital whiteboards were becoming com-
monplace in conference rooms, and researchers were exploring the extension of 
these large displays into more traditional offi ce spaces. Although researchers had 
articulated the qualitative benefi ts that large displays had on group work, little 
research had been done to quantify the benefi ts for individual users, which we had 
anecdotally noticed in our various new display setups. We thus set out to compare 
and understand the effects that physical display size (i.e., traditional desktop dis-
plays vs. large wall displays) had on task performance (Tan, Gergle, Scupelli, & 
Pausch,  2006 ). 
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 We began this work armed with theoretical foundations articulated in prior 
research. Quite a bit of work suggested wider fi elds of view offered by larger dis-
plays were benefi cial across a variety of tasks (e.g., Czerwinski, Tan, & Robertson, 
 2002 ). This work pointed not only to pragmatic benefi ts of large displays such as 
ease of viewing, which facilitated better social interaction, but also to an increased 
sense of presence, for example, in virtual environments. However fi eld of view was 
a function of two variables: display size and distance from the user. We set out to 
isolate and understand the effects of physical display size specifi cally. 

 To do this, we had to keep constant the visual angle subtended from the user to 
each of the small and large displays by adjusting the viewing distances appropri-
ately, hence varying only the physical display size. In fact, we considered fastening 
users’ heads in place to prevent movement that may have caused fi eld of view dif-
ferences, but this was uncomfortable and we ran various pilot studies showing that 
small movements of the head did not account for any of the effects seen, so our main 
experiments were run without this constraint. We were careful to hold other displays 
factors such as screen resolution, refresh rate, color, brightness, and contrast con-
stant across the displays so that we could isolate any effects to the display size with 
minimal confounds. 

 In the beginning, we conducted exploratory experiments with a wide variety of 
tasks to uncover areas of interest. We found something interesting—display size did 
not seem to affect reading comprehension tasks (remember, we could not “prove” 
equivalence between the conditions, so this is not a defi nitive statement, but helped 
us focus our efforts elsewhere), but that users performed signifi cantly better on a 
spatial orientation task in which they had to perform imagined rotations of a boat. 
We hypothesized that this was due to the way the images were perceived in each 
display condition and thus the strategy with which users performed the task. In pilot 
studies, we tried using questionnaires as well as structured interviews to determine 
the strategy users employed, but found that users were not able, either implicitly or 
explicitly, to articulate their cognitive strategy. Hence, we designed a series of 
experiments to probe this more deeply. 

 Returning to theoretical foundations suggested two cognitive strategies that 
could have been employed for spatial rotations: an egocentric rotation, in which 
users take a fi rst-person view and imagine rotating their bodies within an environ-
ment, or an exocentric rotation, in which users take a third-person view and imagine 
objects rotating around other objects in space. Evidence in the psychology literature 
suggests that egocentric rotations, where appropriate, are much more effi cient. We 
thus hypothesized that (a) we could bias users into adopting one or the other of the 
strategies by manipulating the instructions; (b) that the egocentric strategy was 
indeed more effi cient than the exocentric one for our task; (c) when no explicit 
strategy was provided, the display size would serve (just as explicit instructions 
may) to implicitly bias the user towards a particular cognitive strategy. We refer the 
reader to (Tan, Gergle, Scupelli, & Pausch,  2003 ) for experimental design and 
results. The experiment supported these hypotheses. 

 Building on this, we then set out to understand if there were specifi c tasks that 
would benefi t more or less from this effect. Namely, we hypothesized that large 
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displays bias users into using egocentric strategies and do not increase performance 
on “intrinsically exocentric” tasks for which egocentric strategies are not useful. 
Hence we selected a set of stimuli and tasks (i.e., the well-validated Card, Cube, and 
Shepard Metzler tasks) that we believed from prior work to be explicitly exocentric 
tasks, and results did not show effects as seen with the fi rst round of tasks. Note that 
this was exactly the test of equivalence that we instruct readers to be cautious with. 
In fact, we did not demonstrate equivalence with this experiment, merely the lack of 
an observed effect, which we carefully treated as converging evidence to an already 
sizable set of evidence collected through the other experiments. 

 Finally, we extended the results from controlled (and contrived) tasks to a set of 
experiments that demonstrated more ecologically valid fi ndings to demonstrate the 
robustness of the effects (Tan, Gergle, Scupelli, & Pausch,  2004 ). We increased the 
complexity of task and spatial abilities used as well as adding user interaction in 
rich dynamic three-dimensional virtual environments. 

 We showed in the fi rst of these experiments that (a) users perform better in men-
tal map formation and memory tasks when using physically large displays due to 
the increased likelihood that they adopt egocentric strategies; (b) users perform bet-
ter in the path integration task when they are interactively moving themselves 
through the virtual environment; (c) the effects induced by physical display size are 
independent of those induced by interactivity. We also then demonstrated in a sepa-
rate experiment that even in an environment crafted with cues such as distinct land-
marks and rich textures to be realistic and memorable (i.e., navigating an 
out-of-the-box Unreal Tournament 2003 world), users perform better in mental map 
formation and memory tasks when using physically large displays due to the 
increased likelihood that they adopt egocentric strategies. More recently, we dem-
onstrated how a theoretical understanding provides strong predictive power when 
we demonstrated how large display infl uences on egocentric and exocentric per-
spectives ultimately manifest in language differences (e.g., in the use of local and 
remote references) in a collaborative task (Bao & Gergle,  2009 ). 

 In this section, and throughout the chapter, we have described and discussed 
many critical concepts that need to be considered when using experimental research 
to answer research questions and reveal causal relations. Through thoughtful devel-
opment of research questions and careful research design, experimental research 
can be a powerful way of knowing and we feel it is an important methodology for 
any HCI researcher’s toolbox.  

    References for Becoming More Expert 
in Experimental Research 

 Throughout the chapter we have provided numerous citations to works that address 
the various issues in more depth. In addition to these citations (which can be used 
as model papers or authoritative sources), there are several exceptional texts that 
merit attention. 
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 David W. Martin has written an excellent book for newcomers (or even 
old- timers who need a refresher) to experimental research, “Doing Psychology 
Experiments” (Martin,  2004 ). While the work is focused on psychology, 
Martin writes in an extremely accessible fashion and focuses on applied questions 
closer to that found in HCI research than many more esoteric theoretical treatments 
of the topic. 

 A seminal and extremely thorough, although more technical, treatment of experi-
mental design can be found in Rosenthal & Rosnow’s “Essentials of Behavioral 
Research: Methods and Data Analysis” (Rosenthal & Rosnow,  2008 ). 

 A central challenge in HCI is how to assess the quality of a new design in a real 
world context outside of the laboratory. When doing so we often lose the ability to 
have the refi ned control that most experimentalists strive to obtain. Education 
researchers have struggled with a similar problem for decades, and there are several 
excellent books and papers on quasi-experiments and ways to achieve the best pos-
sible control in such environments. These approaches are often more balanced 
between internal and external validity, and fi nd ways to accrue evidence toward a 
causal argument without the strict control of the laboratory experiment. An older 
but particularly good treatment on the subject of quasi-experimental design is pro-
vided by Campbell and Stanley (Campbell, Stanley, & Gage,  1963 ), and a more 
recent and comprehensive authoritative guide is provided by Shadish, Cook, and 
Campbell (Shadish et al.,  2002 ). 

    Statistical Analysis 

 For an introduction to statistical analysis, Weiss’ introductory statistics textbook is 
extremely well-written, comprehensive, and detailed with accessible examples 
throughout (Weiss,  2008 ). 

 In addition, an excellent and comprehensive resource for reviewing what should 
be included in research papers when using various statistical techniques from both 
a writer’s and reviewer’s perspective is available in Hancock and Mueller’s ( 2010 ) 
edited volume, “The Reviewer’s Guide to Quantitative Methods in the Social 
Sciences.” It covers everything from ANOVA to factor analysis to hierarchical lin-
ear modeling to inter-rater reliability to structural equation modeling, and beyond, 
in a concise and accessible fashion. 

 There have also been a number of HCI researchers who have focused on experi-
mental methods and statistics directly for HCI researchers. An excellent self-guided 
tutorial can be found in Wobbrock’s statistical analysis techniques for HCI research-
ers (Wobbrock,  2011 ). In this work Wobbrock focuses exclusively on methods and 
approaches that are common for HCI researchers. He also draws out examples of 
common problems and challenges found in HCI research.   
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    Exercise 

     1.    Generate an example of an interaction in a multi-variable experiment.   
   2.    In your own research, what experiment could you run? How many subjects? 

What would they do? What are the materials you’d need? What data would you 
collect?         

  Acknowledgements   We would like to thank Wendy Kellogg, Robert Kraut, Anne Oeldorf-
Hirsch, Gary Olson, Judy Olson, and Lauren Scissors for their thoughtful reviews and comments 
on the chapter.  
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           Short Description of the Method 

 A survey is a method of gathering information by asking questions to a subset of 
people, the results of which can be generalized to the wider target population. There 
are many different types of surveys, many ways to sample a population, and many 
ways to collect data from that population. Traditionally, surveys have been admin-
istered via mail, telephone, or in person. The Internet has become a popular mode 
for surveys due to the low cost of gathering data, ease and speed of survey adminis-
tration, and its broadening reach across a variety of populations worldwide. Surveys 
in human–computer interaction (HCI) research can be useful to:

•    Gather information about people’s habits, interaction with technology, or 
behavior  

•   Get demographic or psychographic information to characterize a population  
•   Get feedback on people’s experiences with a product, service, or application  
•   Collect people’s attitudes and perceptions toward an application in the context of 

usage  
•   Understand people’s intents and motivations for using an application  
•   Quantitatively measure task success with specifi c parts of an application  
•   Capture people’s awareness of certain systems, services, theories, or features  
•   Compare people’s attitudes, experiences, etc. over time and across dimensions    
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 While powerful for specifi c needs, surveys do not allow for observation of the 
respondents’ context or follow-up questions. When conducting research into pre-
cise behaviors, underlying motivations, and the usability of systems, then other 
research methods may be more appropriate or needed as a complement. 

 This chapter reviews the history of surveys and appropriate uses of surveys and 
focuses on the best practices in survey design and execution.  

    History, Intellectual Tradition, Evolution 

 Since ancient times, societies have measured their populations via censuses for food 
planning, land distribution, taxation, and military conscription. Beginning in the 
nineteenth century, political polling was introduced in the USA to project election 
results and to measure citizens’ sentiment on a range of public policy issues. At the 
emergence of contemporary psychology, Francis Galton pioneered the use of ques-
tionnaires to investigate the nature vs. nurture debate and differences between 
humans, the latter of which evolved into the fi eld of psychometrics (Clauser,  2007 ). 
More recently, surveys have been used in HCI research to help answer a variety of 
questions related to people’s attitudes, behaviors, and experiences with technology. 

 Though nineteenth-century political polls amplifi ed public interest in surveys, it 
was not until the twentieth century that meaningful progress was made on survey- 
sampling methods and data representativeness. Following two incorrect predictions 
of the US presidential victors by major polls (Literary Digest for Landon in 1936 
and Gallup for Dewey in 1948), sampling methods were assailed for misrepresent-
ing the US electorate. Scrutiny of these polling failures; persuasive academic work 
by statisticians such as Kiaer, Bowley, and Neyman; and extensive experimentation 
by the US Census Bureau led to the acceptance of random sampling as the gold 
standard for surveys (Converse,  1987 ). 

 Roughly in parallel, social psychologists aimed to minimize questionnaire biases 
and optimize data collection. For example, in the 1920s and 1930s, Louis Thurstone 
and Rensis Likert demonstrated reliable methods for measuring attitudes (Edwards 
& Kenney,  1946 ); Likert’s scaling approach is still widely used by survey practitio-
ners. Stanley Payne’s,  1951  classic “The Art of Asking Questions” was an early 
study of question wording. Subsequent academics scrutinized every aspect of  survey 
design. Tourangeau ( 1984 ) articulated the four cognitive steps to survey responses, 
noting that people have to comprehend what is asked, retrieve the appropriate infor-
mation, judge that information according to the question, and map the judge ment 
onto the provided responses.    Krosnick & Fabrigar ( 1997 ) studied many components 
of questionnaire design, such as scale length, text labels, and “no opinion” responses. 
   Groves ( 1989 ) identifi ed four types of survey-related error: coverage, sampling, 
measurement, and non-response. As online surveys grew in popularity, Couper 
( 2008 ) and others studied bias from the visual design of Internet questionnaires. 

 The use of surveys for HCI research certainly predates the Internet, with efforts 
to understand users’ experiences with computer hardware and software. In 1983, 
researchers at Carnegie Mellon University conducted an experiment comparing 
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computer-collected survey responses with those from a printed questionnaire, 
 fi nding less socially desirable responses in the digital survey and longer open-
ended responses than in the printed questionnaire (Kiesler & Sproull,  1986 ). With 
the popularization of graphical user interfaces in the 1980s, surveys joined other 
 methods for usability research. Several standardized questionnaires were devel-
oped to assess usability (e.g., SUS, QUIS, SUMI, summarized later in this chap-
ter). Surveys are a direct means of measuring satisfaction; along with effi ciency 
and effectiveness, satisfaction is a pillar of the ISO 9241, part 11, defi nition of 
usability (Abran et al.,  2003 ). User happiness is fundamental to Google’s HEART 
framework for user-centric measurement of Web applications (Rodden, Hutchinson, 
& Fu,  2010 ). In 1994, the Georgia Institute of Technology started annual online 
surveys to understand Internet usage and users and to explore Web-based survey 
research (Pitkow & Recker,  1994 ). As the Internet era progressed, online applica-
tions widely adopted surveys to measure users’ satisfaction, unaddressed needs, 
and problems experienced, in addition to user profi ling. See a summary of key 
stages in survey history in Fig.  1 .

       What Questions the Method Can Answer 

 When used appropriately, surveys can help inform application and user research 
strategies and provide insights into users’ attitudes, experiences, intents, demo-
graphics, and psychographic characteristics. However, surveys are not the most 
appropriate method for many other HCI research goals. Ethnographic interviews, 
log data analysis, card sorts, usability studies, and other methods may be more 
appropriate. In some cases, surveys can be used with other research methods to 
holistically inform HCI development. This section explains survey appropriateness, 
when to avoid using surveys, as well as how survey research can complement other 
research methods. 
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    When Surveys Are Appropriate 

 Overall, surveys are appropriate when needing to represent an entire population, to 
measure differences between groups of people, and to identify changes over time in 
people’s attitudes and experiences. Below are examples of how survey data can be 
used in HCI research. 

  Attitudes.  Surveys can accurately measure and reliably represent attitudes and 
perceptions of a population. While qualitative studies are able to gather attitudinal 
data, surveys provide statistically reliable metrics, allowing researchers to bench-
mark attitudes toward an application or an experience, to track changes in attitudes 
over time, and to tie self-reported attitudes to actual behavior (e.g., via log data). For 
example, surveys can be used to measure customer satisfaction with online banking 
immediately following their experiences. 

  Intent . Surveys can collect peoples’ reasons for using an application at a specifi c 
time, allowing researchers to gauge the frequency across different objectives. Unlike 
other methods, surveys can be deployed while a person is actually using an applica-
tion (i.e., an online intercept survey), minimizing the risk of imperfect recall on the 
respondent’s part. Note that specifi c details and the context of one’s intent may not 
be fully captured in a survey alone. For example, “Why did you visit this website?” 
could be answered in a survey, but qualitative research may be more appropriate in 
determining how well one understood specifi c application elements and what users’ 
underlying motivations are in the context of their daily lives. 

  Task success . Similar to measuring intent, while HCI researchers can qualita-
tively observe task success through a lab or a fi eld study, a survey can be used to 
reliably quantify levels of success.   For example, respondents can be instructed to 
perform a certain task, enter results of the task, and report on their experiences while 
performing the task. 

  User experience feedback . Collecting open-ended feedback about a user’s expe-
rience can be used to understand the user’s interaction with technology or to inform 
system requirements and improvements. For example, by understanding the relative 
frequency of key product frustrations and benefi ts, project stakeholders can make 
informed decisions and trade-offs when allocating resources. 

  User characteristics . Surveys can be used to understand a system’s users and 
to better serve their needs. Researchers can collect users’ demographic informa-
tion, technographic details such as system savviness or overall tech savviness, 
and psychographic variables such as openness to change and privacy orienta-
tion. Such data enables researchers to discover natural segments of users who 
may have different needs, motivations, attitudes, perceptions, and overall user 
experiences. 

  Interactions with technology . Surveys can be used to understand more broadly how 
people interact with technology and how technology infl uences social interactions 
with others by asking people to self-report on social, psychological, and demographic 
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variables while capturing their behaviors. Through the use of surveys, HCI researchers 
can glean insights into the effects technology has on the general population. 

  Awareness . Surveys can also help in understanding people’s awareness of existing 
technologies or specifi c application features. Such data can, for example, help 
researchers determine whether low usage with an application is a result of poor 
awareness or other factors, such as usability issues. By quantifying how aware or 
unaware people are, researchers can decide whether efforts (e.g., marketing cam-
paigns) are needed to increase overall awareness and thus use. 

  Comparisons . Surveys can be used to compare users’ attitudes, perceptions, and 
experiences across user segments, time, geographies, and competing applications and 
between experimental and control versions. Such data enable researchers to explore 
whether user needs and experiences vary across geographies, assess an application’s 
strengths and weaknesses among competing technologies and how each compares 
with their competitors’ applications, and evaluate potential application improvements 
while aiding decision making between a variety of proposed designs.  

    When to Avoid Using a Survey 

 Because surveys are inexpensive and easy to deploy compared to other methods, many 
people choose survey research even when it is inappropriate for their needs. Such 
surveys can produce invalid or unreliable data, leading to an inaccurate understanding 
of a population and poor user experiences. Below are some HCI research needs that 
are better addressed with other methods. 

  Precise behaviors . While respondents can be asked to self-report their behaviors, 
gathering this information from log data, if available, will always be more accurate. 
This is particularly true when trying to understand precise user behaviors and fl ows, as 
users will struggle to recall their exact sequence of clicks or specifi c pages visited. For 
behaviors not captured in log data, a diary study, observational study, or experience 
sampling may gather more accurate results than a survey. 

  Underlying motivations . People often do not understand or are unable to explain why 
they take certain actions or prefer one thing over another. Someone may be able to report 
their intent in a survey but may not be aware of their subconscious motivations for specifi c 
actions. Exploratory research methods such as ethnography or contextual inquiry may be 
more appropriate than directly asking about underlying motivations in a survey. 

  Usability evaluations . Surveys are inappropriate for testing specifi c usability tasks 
and understanding of tools and application elements. As mentioned above, surveys 
can measure task success but may not explain why people cannot use a particular 
application, why they do not understand some aspect of a product, or why they do not 
identify missteps that caused the task failure. Furthermore, a user may still be able to 
complete a given task even though he or she encountered several confusions, which 
could not be uncovered through a survey. Task-based observational research and inter-
view methods, such as usability studies, are better suited for such research goals.  
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    Using Surveys with Other Methods 

 Survey research may be especially benefi cial when used in conjunction with other 
research methods (see Fig.  2 ). Surveys can follow previous qualitative studies to 
help quantify specifi c observations. For many surveys, up-front qualitative research 
may even be required to inform its content if no previous research exists. On the 
other hand, surveys can also be used to initially identify high-level insights that can 
be followed by in-depth research through more qualitative (meaning smaller sam-
ple) methods.

   For example, if a usability study uncovers a specifi c problem, a survey can 
quantify the frequency of that problem across the population. Or a survey can be 
used fi rst to identify the range of frustrations or goals, followed by qualitative 
interviews and observational research to gain deeper insights into self-reported 
behaviors and sources of frustration. Researchers may interview survey respon-
dents to clarify responses (e.g., Yew, Shamma, & Churchill,  2011 ), interview 
another pool of participants in the same population for comparison (e.g., Froelich 
et al.,  2012 ), or interview both survey respondents and new participants (e.g., 
Archambault & Grudin,  2012 ). 

 Surveys can also be used in conjunction with A/B experiments to aid compara-
tive evaluations. For example, when researching two different versions of an appli-
cation, the same survey can be used to assess both. By doing this, differences in 
variables such as satisfaction and self-reported task success can be measured and 
analyzed in parallel with behavioral differences observed in log data. Log data may 
show that one experimental version drives more traffi c or engagement, but the sur-
vey may show that users were less satisfi ed or unable to complete a task. Moreover, 
log data can further validate insights from a previously conducted survey. For exam-
ple, a social recommendation study by Chen, Geyer, Dugan, Muller, and Guy ( 2009 ) 
tested the quality of recommendations fi rst in a survey and then through logging in 
a large fi eld deployment. Psychophysiological data may be another objective 
accompaniment to survey data. For example, game researchers have combined sur-
veys with data such as facial muscle and electrodermal activity (Nacke, Grimshaw, 
& Lindley,  2010 ) or attention and meditation as measured with EEG sensors (Schild, 
LaViola, & Masuch,  2012 ).   

Survey research

Small-sample
qualitative method

Is the data just anecdotal
or representative?

What are the reasons for
trends or distributions?

  Fig. 2    Employing survey 
research either before or after 
research using other methods       
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    How to Do It: What Constitutes Good Work 

 This section breaks down survey research into the following six stages:

    1.    Research goals and constructs   
   2.    Population and sampling   
   3.    Questionnaire design and biases   
   4.    Review and survey pretesting   
   5.    Implementation and launch   
   6.    Data analysis and reporting     

    Research Goals and Constructs 

 Before writing survey questions, researchers should fi rst think about what they 
intend to measure, what kind of data needs to be collected, and how the data will be 
used to meet the research goals. When the survey-appropriate  research goals  have 
been identifi ed, they should be matched to  constructs , i.e., unidimensional attributes 
that cannot be directly observed. The identifi ed constructs should then be converted 
into one or multiple survey questions. Constructs can be identifi ed from prior primary 
research or literature reviews. Asking multiple questions about the same construct 
and analyzing the responses, e.g., through factor analysis, may help the researcher 
ensure the construct’s validity. 

 An example will illustrate the process of converting constructs into questions. 
An overarching research goal may be to understand users’ happiness with an online 
application, such as Google Search, a widely used Web search engine. Since happi-
ness with an application is often multidimensional, it is important to separate it into 
measurable pieces—its constructs. Prior research might indicate that constructs such 
as “overall satisfaction,” “perceived speed,” and “perceived utility” contribute to 
users’ happiness with that application. When all the constructs have been identifi ed, 
survey questions can be designed to measure each. To validate each construct, it is 
important to evaluate its unique relationship with the higher level goal, using correla-
tion, regression, factor analysis, or other methods. Furthermore, a technique called 
 cognitive pretesting  can be used to determine whether respondents are interpreting the 
constructs as intended by the researcher (see more details in the pretesting section). 

 Once research goals and constructs are defi ned, there are several other consider-
ations to help determine whether a survey is the most appropriate method and how 
to proceed:

•    Do the survey constructs focus on results which will directly address research 
goals and inform stakeholders’ decision making rather than providing merely 
informative data? An excess of “nice-to-know” questions increases survey length 
and the likelihood that respondents will not complete the questionnaire, dimin-
ishing the effectiveness of the survey results.  
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•   Will the results be used for longitudinal comparisons or for one-time decisions? 
For longitudinal comparisons, researchers must plan on multiple survey deploy-
ments without exhausting available respondents.  

•   What is the number of responses needed to provide the appropriate level of preci-
sion for the insights needed? By calculating the number of responses needed (as 
described in detail in the following section), the researcher will ensure that key 
metrics and comparisons are statistically reliable. Once the target number is 
determined, researchers can then determine how many people to invite.     

    Population and Sampling 

 Key to effective survey research is determining who and how many people to  survey. 
In order to do this, the survey’s  population , or set of individuals that meet certain 
criteria, and to whom researchers wish to generalize their results must fi rst be 
defi ned. Reaching everyone in the population (i.e., a census) is typically impossible 
and unnecessary. Instead, researchers approximate the true population by creating a 
 sampling frame , i.e., the set of people who the researcher is able to contact for the 
survey. The perfect sampling frame is identical to the population, but often a survey’s 
sampling frame is only a portion of the population. The people from the sampling 
frame who are invited to take the survey are the  sample , but only those who answer 
are  respondents . See Fig.  3  illustrating these different groups.

   For example, a survey can be deployed to understand the satisfaction of a prod-
uct’s or an application’s users. In this case, the population includes everyone that 
uses the application, and the sampling frame consists of users that are actually 
reachable. The sampling frame may exclude those who have abandoned the applica-
tion, anonymous users, and users who have not opted in to being contacted for 
research. Though the sampling frame may exclude many users, it could still include 
far more people than are needed to collect a statistically valid number of responses. 
However, if the sampling frame systematically excludes certain types of people 
(e.g., very dissatisfi ed or disengaged users), the survey will suffer from  coverage 
error  and its responses will misrepresent the population. 

Population Sampling frame Sample Respondents

  Fig. 3    The relationship between population, sampling frame, sample, and respondents       
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    Probability Versus Non-probability Sampling 

 Sampling a population can be accomplished through probability- and non-
probability- based methods.  Probability or random sampling  is considered the gold 
standard because every person in the sampling frame has an equal, nonzero chance 
of being chosen for the sample; essentially, the sample is selected completely ran-
domly. This minimizes  sampling bias , also known as  selection bias , by randomly 
drawing the sample from individuals in the sampling frame and by inviting every-
one in the sample in the same way. Examples of probability sampling methods 
include random digit telephone dialing, address-based mail surveys utilizing the US 
Postal Service Delivery Sequence File (DSF), and the use of a panel recruited 
through random sampling, those who have agreed in advance to receive surveys. For 
Internet surveys in particular, methods allowing for random sampling include inter-
cept surveys for those who use a particular product (e.g., pop-up surveys or in- 
product links), list-based samples (e.g., for e-mail invitations), and pre-recruited 
probability-based panels (see Couper,  2000 , for a thorough review). Another way 
to ensure probability sampling is to use a preexisting sampling frame, i.e., a list of 
candidates previously assembled using probability sampling methods. For example, 
Shklovski, Kraut, and Cummings’ ( 2008 ) study of the effect of residential moves on 
communication with friends was drawn from a publicly available, highly relevant 
sampling frame, the National Change of Address (NCOA) database. Another 
approach is to analyze selected subsets of data from an existing representative 
 survey like the General Social Survey (e.g., Wright & Randall,  2012 ). 

 While probability sampling is ideal, it is often impossible to reach and randomly 
select from the entire target population, especially when targeting small populations 
(e.g., users of a specialized enterprise product or experts in a particular fi eld) or 
investigating sensitive or rare behavior. In these situations, researchers may use 
 non-probability sampling  methods such as volunteer opt-in panels, unrestricted 
self-selected surveys (e.g., links on blogs and social networks), snowball recruiting 
(i.e., asking for friends of friends), and  convenience samples  (i.e., targeting people 
readily available, such as mall shoppers) (Couper,  2000 ). However, non-probability 
methods are prone to high sampling bias and hence reduce representativeness 
 compared to random sampling. One way representativeness can be assessed is by 
comparing key characteristics of the target population with those from the actual 
sample (for more details, refer to the analysis section). 

 Many academic surveys use convenience samples from an existing pool of the 
university’s psychology students. Although not representative of most Americans, 
this type of sample is appropriate for investigating technology behavior among 
young people such as sexting (Drouin & Landgraff,  2012 ; Weisskirch & Delevi, 
 2011 ), instant messaging (Anandarajan, Zaman, Dai, & Arinze,  2010 ; Junco & 
Cotten,  2011 ; Zaman et al.,  2010 ), and mobile phone use (Auter,  2007 ; Harrison, 
 2011 ; Turner, Love, & Howell,  2008 ). Convenience samples have also been used to 
identify special populations. For example, because identifying HIV and tuberculosis 
patients through offi cial lists of names is diffi cult because of patient confi dentiality, 
one study about the viability of using cell phones and text messages in HIV and 
tuberculosis education handed out surveys to potential respondents in health clinic 
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waiting rooms (Person, Blain, Jiang, Rasmussen, & Stout,  2011 ). Similarly, a study 
of Down’s syndrome patients’ use of computers invited participation through spe-
cial interest listservs (Feng, Lazar, Kumin, & Ozok,  2010 ).  

    Determining the Appropriate Sample Size 

 No matter which sampling method is used, it is important to carefully determine the 
target sample size for the survey, i.e., the number of survey responses needed. If the 
sample size is too small, fi ndings from the survey cannot be accurately generalized 
to the population and may fail to detect generalizable differences between groups. 
If the sample is larger than necessary, too many individuals are burdened with tak-
ing the survey, analysis time for the researcher may increase, or the sampling frame 
is used up too quickly. Hence, calculating the optimal sample size becomes crucial 
for every survey. 

 First, the researcher needs to determine approximately how many people make up 
the population being studied. Second, as the survey does not measure the entire 
population, the required level of precision must be chosen, which consists of the 
margin of error and the confi dence level. The  margin of error  expresses the amount 
of sampling error in the survey, i.e., the range of uncertainty around an estimate of a 
population measure, assuming normally distributed data. For example, if 60 % of the 
sample claims to use a tablet computer, a 5 % margin of error would mean that actu-
ally 55–65 % of the population use tablet computers. Commonly used margin of 
errors are 5 and 3 %, but depending on the goals of the survey anywhere between 
1 and 10 % may be appropriate. Using a margin of error higher than 10 % is not 
recommended, unless a low level of precision can meet the survey’s goals. The  con-
fi dence level  indicates how likely the reported metric falls within the margin of error 
if the study were repeated. A 95 % confi dence level, for example, would mean that 
95 % of the time, observations from repeated sampling will fall within the interval 
defi ned by the margin of error. Commonly used confi dence levels are 99, 95, and 
90 %; using less than 90 % is not recommended. 

 There are various formulas for calculating the target sample size. Figure  4 , based 
on Krejcie and Morgan’s formula (1970), shows the appropriate sample size, given 
the population size, as well as the chosen margin of error and confi dence level for 
your survey. Note that the table is based on a population proportion of 50 % for the 
response of interest, the most cautious estimation (i.e., when higher or lower than 
50 %, the required sample size declines to achieve the same margin of error). For 
example, for a population larger than 100,000, a sample size of 384 is required to 
achieve a confi dence level of 95 % and a margin of error of 5 %. Note that for popu-
lation sizes over about 20,000, the required sample size does not signifi cantly 
increase. Researchers may set the sample size to 500 to estimate a single population 
parameter, which yields a margin of error of about ±4.4 % at a 95 % confi dence 
level for large populations.

   After having determined the target sample size for the survey, the researcher now 
needs to work backwards to estimate the number of people to actually invite to the 
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survey, taking into account the estimated size for each subgroup and the expected 
response rate. If a subgroup’s incidence is very small, the total number of invitations 
must be increased to ensure the desired sample size for this subgroup. The  response 
rate  of a survey describes the percentage of those who completed the survey out of all 
those that were invited (for more details, see the later sections on monitoring survey 
paradata and maximizing response rates). If a similar survey has been conducted 
before, then its response rate is a good reference point for calculating the required 
sample size. If there is no prior response rate information, the survey can be sent out to 
a small number of people fi rst to measure the response rate, which is then used to deter-
mine the total number of required invitations. 

 For example, assuming a 30 % response rate, a 50 % incidence rate for the group 
of interest, and the need for 384 complete responses from that group, 2,560 people 
should be invited to the survey. At this point, the calculation may determine that the 
researcher may require a sample that is actually larger than the sampling frame; hence, 
the researcher may need to consider more qualitative methods as an alternative.  

    Mode and Methods of Survey Invitation 

 To reach respondents, there are four basic survey modes: mail or written surveys, 
phone surveys, face-to-face or in-person surveys, and Internet surveys. Survey 
modes may also be used in combination. The survey mode needs to be chosen care-
fully as each mode has its own advantages and disadvantages, such as differences in 
typical response rates, introduced biases (Groves,  1989 ), required resources and 
costs, audience that can be reached, and respondents’ level of anonymity. 

 Today, many HCI-related surveys are Internet based, as benefi ts often outweigh 
their disadvantages. Internet surveys have the following major advantages:

•    Easy access to large geographic regions (including international reach)  
•   Simplicity of creating a survey by leveraging easily accessible commercial tools  

10% 5% 3% 1% 10% 5% 3% 1% 10% 5% 3% 1%

10 9 10 10 10 9 10 10 10 9 10 10 10

100 41 73 88 99 49 80 92 99 63 87 95 99

1000 63 213 429 871 88 278 516 906 142 399 648 943

10,000 67 263 699 4035 95 370 964 4899 163 622 1556 6239

100,000 68 270 746 6335 96 383 1056 8762 166 659 1810 14227

1,000,000 68 270 751 6718 96 384 1066 9512 166 663 1840 16317

100,000,000 68 271 752 6763 96 384 1067 9594 166 663 1843 16560

99%95%90%

Size of 
population

Margin of
error

Confidence level

  Fig. 4    Sample size as a function of population size and accuracy (confi dence level and margin of error)       
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•   Cost savings during survey invitation (e.g., no paper and postage, simple 
 implementation, insignifi cant cost increase for large sample sizes) and analysis 
(e.g., returned data is already in electronic format)  

•   Short fi elding periods, as the data is collected immediately  
•   Lower bias due to respondent anonymity, as surveys are self-administered with 

no interviewer present  
•   Ability to customize the questionnaire to specifi c respondent groups using skip 

logic (i.e., asking respondents a different set of questions based on the answer to 
a previous question)    

 Internet surveys also have several disadvantages. The most discussed downside 
is the introduction of  coverage error , i.e., a potential mismatch between the target 
population and the sampling frame (Couper,  2000 ; Groves,  1989 ). For example, 
online surveys fail to reach people without Internet or e-mail access. Furthermore, 
those invited to Internet surveys may be less motivated to respond or to provide 
accurate data because such surveys are less personal and can be ignored more easily. 
This survey mode also relies on the respondents’ ability to use a computer and may 
only provide the researcher with minimal information about the survey respondents. 
(See chapter on “Crowdsourcing in HCI Research.”)   

    Questionnaire Design and Biases 

 Upon establishing the constructs to be measured and the appropriate sampling method, 
the fi rst iteration of the survey questionnaire can be designed. It is important to care-
fully think through the design of each survey question (fi rst acknowledged by Payne, 
 1951 ), as it is fairly easy to introduce biases that can have a substantial impact on the 
reliability and validity of the data collected. Poor questionnaire design may introduce 
 measurement error , defi ned as the deviation of the respondents’ answers from their 
true values on the measure. According to Couper ( 2000 ), measurement error in self-
administered surveys can arise from the respondent (e.g., lack of motivation, compre-
hension problems, deliberate distortion) or from the instrument (e.g., poor wording or 
design, technical fl aws). In most surveys, there is only one opportunity to deploy, and 
unlike qualitative research, no clarifi cation or probing is possible. For these reasons, it 
is crucial that the questions accurately measure the constructs of interest. 

 Going forward, this section covers different types of survey questions, common 
questionnaire biases, questions to avoid, visual design considerations, reuse of 
established questionnaires, as well as visual survey design considerations. 

    Types of Survey Questions 

 There are two categories of survey questions—open- and closed-ended questions. 
Open-ended questions (Fig.  5 ) ask survey respondents to write in their own answers, 
whereas closed-ended questions (Fig.  6 ) provide a set of predefi ned answers to 
choose from.
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    Open-ended questions are appropriate when:

•    The universe of possible answers is unknown, e.g., “What is your favorite smart-
phone application?”. However, once the universe of possible answers is identifi ed, 
it may be appropriate to create a closed-ended version of the same question.  

•   There are so many options in the full list of possible answers that they cannot be 
easily displayed, e.g., “Which applications have you used on your smartphone in 
the last week?”.  

•   Measuring quantities with natural metrics (i.e., a construct with an inherent unit 
of measurement, such as age, length, or frequency), when being unable to access 
information from log data, such as time, frequency, and length, e.g., “How many 
times do you use your tablet in a typical week?” (using a text fi eld that is restricted 
to numeric input, the answers to which can later be bucketed fl exibly).  

•   Measuring qualitative aspects of a user’s experience, e.g., “What do you fi nd 
most frustrating about using your smartphone?”.    

 Closed-ended questions are appropriate when:

•    The universe of possible answers is known and small enough to be easily provided, 
e.g., “Which operating system do you use on your smartphone?” (with answer 
options including “Android” and “iOS”).  

•   Rating a single object on a dimension, e.g., “Overall, how satisfi ed or dissatisfi ed 
are you with your smartphone?” (on a 7-point scale from “Extremely dissatisfi ed” 
to “Extremely satisfi ed”).  

•   Measuring quantities without natural metrics, such as importance, certainty, 
or degree, e.g., “How important is it to have your smartphone within reach 24 h 
a day?” (on a 5-point scale from “Not at all important” to “Extremely 
important”).     

What, if anything, do you find frustrating about your smartphone?

  Fig. 5    Example of a typical open-ended question       

Overall, how satisfied or dissatisfied are you with your smartphone?

Extremely 
dissatisfied

Very 
dissatisfied

Slightly 
dissatisfied

Slightly 
satisfied

Neither 
satisfied nor
dissatisfied

Very 
satisfied

Extremely
satisfied

  Fig. 6    Example of a typical closed-ended question, a bipolar rating question in particular       
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    Types of Closed-Ended Survey Questions 

 There are four basic types of closed-ended questions: single-choice, multiple- choice, 
rating, and ranking questions.

    1.     Single-choice questions  work best when only one answer is possible for each 
respondent in the real world (Fig.  7 )   .

       2.     Multiple-choice questions  are appropriate when more than one answer may 
apply to the respondent. Frequently, multiple-choice questions are accompanied 
by “select all that apply” help text. The maximum number of selections may also 
be specifi ed to force users to prioritize or express preferences among the answer 
options (Fig.  8 )   .

       3.     Ranking questions  are best when respondents must prioritize their choices given 
a real-world situation (Fig.  9 )   .

       4.     Rating questions  are appropriate when the respondent must judge an object on a 
continuum. To optimize reliability and minimize bias, scale points need to be 

What is the highest level of education you have completed?

Less than High School

High School

Some College

2-year College Degree (Associates)

4-year College Degree (BA, BS)

Master's Degree

Doctoral Degree

Professional Degree (MD, JD)

  Fig. 7    Example of a single-choice question       

Which of the following apps do you use daily on your smartphone?

Gmail

Maps

Calendar

Facebook

Hangouts

Drive

Select all that apply.

  Fig. 8    Example of a multiple-choice question       
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fully labeled instead of using numbers (Groves et al.,  2004 ), and each scale point 
should be of equal width to avoid bias toward visually bigger response options 
(Tourangeau, Couper, & Conrad,  2004 ). Rating questions should use either a 
unipolar or a bipolar scale, depending on the construct being measured (Krosnick 
& Fabrigar,  1997 ;    Schaeffer & Presser,  2003 ).     

  Unipolar constructs  range from zero to an extreme amount and do not have a 
natural midpoint. They are best measured with a 5-point rating scale (Krosnick & 
Fabrigar,  1997 ), which optimizes reliability while minimizing respondent burden, 
and with the following scale labels, which have been shown to be semantically 
equidistant from each other (Rohrmann,  2003 ): “Not at all …,” “Slightly …,” 
“Moderately …,” “Very …,” and “Extremely ….” Such constructs include impor-
tance (see Fig.  10 ), interest, usefulness, and relative frequency.  Bipolar constructs  
range from an extreme negative to an extreme positive with a natural midpoint. 
Unlike unipolar constructs, they are best measured with a 7-point rating scale to 
maximize reliability and data differentiation (Krosnick & Fabrigar,  1997 ). Bipolar 
constructs may use the following scale labels: “Extremely …,” “Moderately …,” 
“Slightly …,” “Neither … nor …,” “Slightly …,” “Moderately …,” and “Extremely 
….” Such constructs include satisfaction (see Fig.  6 , from dissatisfi ed to satisfi ed), 
perceived speed (from slow to fast), ease of use (from diffi cult to easy), and visual 
appeal (from unappealing to appealing).

   When using a rating scale, the inclusion of a midpoint should be considered. 
While some may argue that including a midpoint provides an easy target for res-
pondents who shortcut answering questions, others argue that the exclusion of a 

Rank the following smartphone manufacturers in order of your preference:

Apple

Samsung

Motorola

Nokia

Add a number to each row, 1 being the least preferred, 5 being the most preferred.

HTC

  Fig. 9    Example of a ranking question       

How important is it to you to make phone calls from your smartphone?

Not at all 
important

Slightly 
important

Moderately 
important

Very 
important

Extremely 
important

  Fig. 10    Example of a rating question, for a unipolar construct in particular       
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midpoint forces people who truly are in the middle to choose an option that does not 
refl ect their actual opinion. O’Muircheartaigh, Krosnick, and Helic ( 2001 ) found 
that having a midpoint on a rating scale increases reliability, has no effect on valid-
ity, and does not result in lower data quality. Additionally, people who look for 
shortcuts (“shortcutters”) are not more likely to select the midpoint when present. 
Omitting the midpoint, on the other hand, increases the amount of random measure-
ment error, resulting in those who actually feel neutral to end up making a random 
choice on either side of the scale. These fi ndings suggest that a midpoint should be 
included when using a rating scale.  

    Questionnaire Biases 

 After writing the fi rst survey draft, it is crucial to check the phrasing of each ques-
tion for potential biases that may bias the responses. The following section covers 
fi ve common questionnaire biases: satisfi cing, acquiescence bias, social desirability, 
response order bias, and question order bias. 

   Satisfi cing 

 Satisfi cing occurs when respondents use a suboptimal amount of cognitive effort to 
answer questions. Instead, satisfi cers will typically pick what they consider to be the 
fi rst acceptable response alternative (Krosnick,  1991 ; Simon,  1956 ). Satisfi cers 
compromise one or more of the following four cognitive steps for survey response 
as identifi ed by Tourangeau ( 1984 ):

     1. Comprehension  of the question, instructions, and answer options  
    2. Retrieval  of specifi c memories to aid with answering the question  
    3. Judgement  of the retrieved information and its applicability to the question  
    4. Mapping  of judgement onto the answer options    

 Satisfi cers shortcut this process by exerting less cognitive effort or by skipping 
one or more steps entirely; satisfi cers use less effort to understand the question, to 
thoroughly search their memories, to carefully integrate all retrieved information, or 
to accurately pick the proper response choice (i.e., they pick the next best choice). 

 Satisfi cing can take weak and strong forms    (Krosnick,  1999 ). Weak satisfi cers 
make an attempt to answer correctly yet are less than thorough, while strong satisfi -
cers may not at all search their memory for relevant information and simply select 
answers at random in order to complete the survey quickly. In other words, weak 
satisfi cers carelessly process all four cognitive steps, while strong satisfi cers typi-
cally skip the retrieval and judgement steps. 

 Respondents are more likely to satisfi ce when (Krosnick,  1991 ):

•    Cognitive ability to answer is low.  
•   Motivation to answer is low.  
•   Question diffi culty is high at one of the four stages, resulting in cognitive exertion.    
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 To minimize satisfi cing, the following may be considered:

•    Complex questions that require an inordinate amount of cognitive exertion 
should be avoided.  

•   Answer options such as “no opinion,” “don’t know,” “not applicable,” or 
“unsure” should be avoided, since respondents with actual opinions will be 
tempted and select this option (   Krosnick,  2002 ;    Schaeffer & Presser,  2003 ). 
Instead, respondents should fi rst be asked whether they have thought about the 
proposed question or issue enough to have an opinion; those that haven’t should 
be screened out.  

•   Using the same rating scale in a series of back-to-back questions should be 
avoided. Potential satisfi ers may pick the same scale point for all answer options. 
This is known as straight-lining or item non-differentiation (Herzog & Bachman, 
 1981 ;    Krosnick & Alwin,  1987 ,  1988 ).  

•   Long questionnaires should be avoided, since respondents will be less likely to 
optimally answer questions when they become increasingly fatigued and unmo-
tivated (Cannell & Kahn,  1968 ; Herzog & Bachman,  1981 ).  

•   Respondent motivation can be increased by explaining the importance of the survey 
topic and that their responses are critical to the researcher (Krosnick,  1991 ).  

•   Respondents may be asked to justify their answer to the question that may 
exhibit satisfi cing.  

•   Trap questions (e.g., “Enter the number 5 in the following text box:”) can iden-
tify satisfi cers and fraudulent survey respondents.     

   Acquiescence Bias 

 When presented with agree/disagree, yes/no, or true/false statements, some respon-
dents are more likely to concur with the statement independent of its substance. 
This tendency is known as acquiescence bias (Smith,  1967 ). 

 Respondents are more likely to acquiescence when:

•    Cognitive ability is low (Krosnick, Narayan, & Smith,  1996 ) or motivation is 
low.  

•   Question diffi culty is high (Stone, Gage, & Leavitt,  1957 ).  
•   Personality tendencies skew toward agreeableness (Costa & McCrae,  1988 ; 

Goldberg,  1990 ; Saris, Revilla, Krosnick, & Shaeffer,  2010 ).  
•   Social conventions suggest that a “yes” response is most polite (Saris et al., 

 2010 ).  
•   The respondent satisfi ces and only thinks of reasons why the statement is true, 

rather than expending cognitive effort to consider reasons for disagreement 
(Krosnick,  1991 ).  

•   Respondents with lower self-perceived status assume that the survey admini-
strator agrees with the posed statement, resulting in deferential agreement bias 
(Saris et al.,  2010 ).    
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 To minimize acquiescence bias, the following may be considered:

•    Avoid questions with agree/disagree, yes/no, true/false, or similar answer options 
(Krosnick & Presser,  2010 ).  

•   Where possible, ask construct-specifi c questions (i.e., questions that ask about 
the underlying construct in a neutral, non-leading way) instead of agreement 
statements (Saris et al.,  2010 ).  

•   Use reverse-keyed constructs; i.e., the same construct is asked positively and 
negatively in the same survey. The raw scores of both responses are then com-
bined to correct for acquiescence bias.     

   Social Desirability 

 Social desirability occurs when respondents answer questions in a manner they feel 
will be positively perceived by others (   Goffman,  1959 ; Schlenker & Weigold, 
 1989 ). Favorable actions may be overreported, and unfavorable actions or views 
may be underreported. Topics that are especially prone to social desirability bias 
include voting behavior, religious beliefs, sexual activity, patriotism, bigotry, intel-
lectual capabilities, illegal acts, acts of violence, and charitable acts. 

 Respondents are inclined to provide socially desirable answers when:

•    Their behavior or views go against the social norm (Holbrook & Krosnick,  2010 ).  
•   Asked to provide information on sensitive topics, making the respondent feel 

uncomfortable or embarrassed about expressing their actual views (Holbrook & 
Krosnick,  2010 ).  

•   They perceive a threat of disclosure or consequences to answering truthfully 
(Tourangeau, Rips, & Rasinski,  2000 ).  

•   Their true identity (e.g., name, address, phone number) is captured in the survey 
(Paulhus,  1984 ).  

•   The data is directly collected by another person (e.g., in-person or phone surveys).    

 To minimize social desirability bias, respondents should be allowed to answer 
anonymously or the survey should be self-administered (Holbrook & Krosnick, 
 2010 ; Tourangeau & Smith,  1996 ; Tourangeau & Yan,  2007 ).  

   Response Order Bias 

 Response order bias is the tendency to select the items toward the beginning (i.e., 
primacy effect) or the end (i.e., recency effect) of an answer list or scale (Chan,  1991 ; 
Krosnick & Alwin,  1987 ; Payne,  1971 ). Respondents unconsciously interpret the 
ordering of listed answer options and assume that items near each other are related, 
top or left items are interpreted to be “fi rst,” and middle answers in a scale without a 
natural order represent the typical value (Tourangeau et al.,  2004 ). Primacy and 
recency effects are the strongest when the list of answer options is long (Schuman & 
Presser,  1981 ) or when they cannot be viewed as a whole (Couper et al.,  2004 ). 
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 To minimize response order effects, the following may be considered:

•    Unrelated answer options should be randomly ordered across respondents 
(Krosnick & Presser,  2010 ).  

•   Rating scales should be ordered from negative to positive, with the most negative 
item fi rst.  

•   The order of ordinal scales should be reversed randomly between respondents, 
and the raw scores of both scale versions should be averaged using the same 
value for each scale label. That way, the response order effects cancel each other 
out across respondents (e.g.,    Villar & Krosnick,  2011 ), unfortunately, at the cost 
of increasing variability.     

   Question Order Bias 

 Order effects also apply to the order of the questions in surveys. Each question in a 
survey has the potential to bias each subsequent question by priming respondents 
(Kinder & Iyengar,  1987 ; Landon,  1971 ). 

 The following guidelines may be considered:

•    Questions should be ordered from broad to more specifi c (i.e., a funnel approach) 
to ensure that the survey follows conversational conventions.  

•   Early questions should be easy to answer and directly related to the survey topic 
(to help build rapport and engage respondents) (Dillman,  1978 ).  

•   Non-critical, complex, and sensitive questions should be included toward the end 
of the survey to avoid early drop-off and to ensure collection of critical data.  

•   Related questions need to be grouped to reduce context switching so that respon-
dents can more easily and quickly access related information from memory, as 
opposed to disparate items.  

•   The questionnaire should be divided into multiple pages with distinct sections 
labeled for easier cognitive processing.      

    Other Types of Questions to Avoid 

 Beyond the fi ve common questionnaire biases mentioned above, there are  additional 
question types that can result in unreliable and invalid survey data. These include 
broad, leading, double-barreled, recall, prediction, hypothetical, and prioritization 
questions. 

  Broad questions  lack focus and include items that are not clearly defi ned or those 
that can be interpreted in multiple ways. For example, “Describe the way you use your 
tablet computer” is too broad, as there are many aspects to using a tablet such as the 
purpose, applications being used, and its locations of use. Instead of relying on the 
respondent to decide on which aspects to report, the research goal as well as core 
construct(s) should be determined beforehand and asked about in a focused manner. A 
more focused set of questions for the example above could be “Which apps did you use 
on your tablet computer over the last week?” and “Describe the locations in which you 
used your tablet computer last week?”. 
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  Leading questions  manipulate respondents into giving a certain answer by 
 providing biasing content or suggesting information the researcher is looking to have 
confi rmed. For example, “This application was recently ranked as number one in 
customer satisfaction. How satisfi ed are you with your experience today?”. Another 
way that questions can lead the respondent toward a certain answer includes those 
that ask the respondent to agree or disagree with a given statement, as for example in 
“Do you agree or disagree with the following statement: I use my smartphone more 
often than my tablet computer.” Note that such questions can additionally result in 
acquiescence bias (as discussed above). To minimize the effects of leading ques-
tions, questions should be asked in a fully neutral way without any examples or 
additional information that may bias respondents toward a particular response. 

  Double-barreled questions  ask about multiple items while only allowing for a 
single response, resulting in less reliable and valid data. Such questions can usually 
be detected by the existence of the word “and.” For example, when asked “How satis-
fi ed or dissatisfi ed are you with your smartphone and tablet computer?”, a respondent 
with differing attitudes toward the two devices will be forced to pick an attitude that 
either refl ects just one device or the average across both devices. Questions with 
multiple items should be broken down into one question per construct or item. 

  Recall questions  require the respondent to remember past attitudes and behav-
iors, leading to recall bias (Krosnick & Presser,  2010 ) and inaccurate recollections. 
When a respondent is asked “How many times did you use an Internet search engine 
over the past 6 months?”, they will try to rationalize a plausible number, because 
recalling a precise count is diffi cult or impossible. Similarly, asking questions that 
compare past attitudes to current attitudes, as in “Do you prefer the previous or 
 current version of the interface?”, may result in skewed data due to diffi culty 
remembering past attitudes. Instead, questions should focus on the present, as in 
“How satisfi ed or dissatisfi ed are you with your smartphone today?”, or use a recent 
time frame, for example, “In the past hour, how many times did you use an Internet 
search engine?”. If the research goal is to compare attitudes or behaviors across 
 different product versions or over time, the researcher should fi eld separate surveys 
for each product version or time period and make the comparison themselves. 

  Prediction questions  ask survey respondents to anticipate future behavior or atti-
tudes, resulting in biased and inaccurate responses. Such questions include “Over 
the next month, how frequently will you use an Internet search engine?”. Even more 
cognitively burdensome are  hypothetical  questions, i.e., asking the respondent to 
imagine a certain situation in the future and then predicting their attitude or behav-
ior in that situation. For example, “Would you purchase more groceries if the store 
played your favorite music?” and “How much would you like this Website if it used 
blue instead of red for their color scheme?” are hypothetical questions. Other fre-
quently used hypothetical questions are those that ask the respondent to prioritize a 
future feature set, as in “Which of the following features would make you more 
satisfi ed with this product?”. Even though the respondent may have a clear answer 
to this question, their response does not predict actual future usage of or satisfaction 
with the product if that feature was added. Such questions should be entirely 
excluded from surveys.  

H. Müller et al.

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang



249

    Leveraging Established Questionnaires 

 An alternative to constructing a brand new questionnaire is utilizing questionnaires 
developed by others. These usually benefi t from prior validation and allow research-
ers to compare results with other studies that used the same questionnaire. When 
selecting an existing questionnaire, one should consider their particular research 
goals and study needs and adapt the questionnaire as appropriate. Below are com-
monly used HCI-related questionnaire instruments. Note that as survey research 
methodology has signifi cantly advanced over time, each questionnaire should be 
assessed for potential sources of measurement error, such as the biases and the 
to-be- avoided question types mentioned previously.

•     NASA Task Load Index (NASA TLX) . Originally developed for aircraft cockpits, 
this questionnaire allows researchers to subjectively assess the workload of 
 operators working with human–machine systems. It measures mental demand, 
physical demand, temporal demand, performance, effort, and frustration (Hart & 
Staveland,  1988 ).  

•    Questionnaire for User Interface Satisfaction (QUIS) . This questionnaire 
assesses one’s overall reaction to a system, including its software, screen, termi-
nology, system information, and learnability (Chin, Diehl, & Norman,  1988 ).  

•    Software Usability Measurement Inventory (SUMI) . This questionnaire measures 
perceived software quality covering dimensions such as effi ciency, affect, helpful-
ness, control, and learnability, which are then summarized into a single satisfaction 
score (Kirakowski & Corbett,  1993 ).  

•    Computer System Usability Questionnaires (CSUQ) . This questionnaire devel-
oped by IBM measures user satisfaction with system usability (Lewis,  1995 ).  

•    System Usability Scale (SUS) . As one of the most frequently used scales in user 
experience, SUS measures attitudes regarding the effectiveness, effi ciency, and sat-
isfaction with a system with ten questions, yielding a single score (Brooke,  1996 ).  

•    Visual Aesthetics of Website Inventory (VisAwi) . This survey measures perceived 
visual aesthetics of a Website on the four subscales of simplicity, diversity, 
 colorfulness, and craftsmanship (Moshagen & Thielsch,  2010 ).     

    Visual Survey Design Considerations 

 Researchers should also take into account their survey’s visual design, since specifi c 
choices, including the use of images, spacing, and progress bars, may unintention-
ally bias respondents. This section summarizes such visual design aspects; for more 
details, refer to Couper ( 2008 ). 

 While objective images (e.g., product screenshots) can help clarify questions, 
context-shaping images can infl uence a respondent’s mindset. For example, when 
asking respondents to rate their level of health, presenting an image of someone in 
a hospital bed has a framing effect that results in higher health ratings compared to 
that of someone jogging (Couper, Conrad, & Tourangeau,  2007 ). 
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 The visual treatment of response options also matters. When asking  closed- ended 
questions, uneven spacing between horizontal scale options results in a higher 
selection rate for scale points with greater spacing; evenly spaced scale options are 
recommended (Tourangeau, Couper, & Conrad,  2004 ). Drop-down lists, compared 
to radio buttons, have been shown to be harder and slower to use and to result in 
more accidental selections (Couper,  2011 ). Lastly, larger text fi elds increase the 
amount of text entered (Couper,  2011 ) but may intimidate respondents, potentially 
causing higher break-offs (i.e., drop-out rates). 

 Survey questions can be presented one per page, multiple per page, or all on 
one page.   Research into pagination effects on completion rates is inconclusive (Couper, 
 2011 ). However, questions appearing on the same page may have higher correlations 
with each other, a sign of measurement bias (Peytchev, Couper, McCabe, & Crawford, 
 2006 ). In practice, most Internet surveys with skip logic use multiple pages, whereas 
very short questionnaires are often presented on a single page. 

 While progress bars are generally preferred by respondents and are helpful for 
short surveys, their use in long surveys or surveys with skip logic can be misleading 
and intimidating. Progress between pages in long surveys may be small, resulting 
in increased break-off rates (Callegaro, Villar, & Yang,  2011 ). On the other hand, 
progress bars are likely to increase completion rates for short surveys, where sub-
stantial progress is shown between pages.   

    Review and Survey Pretesting 

 At this point in the survey life cycle, it is appropriate to have potential respondents 
take and evaluate the survey in order to identify any remaining points of confusion. For 
example, the phrase “mobile device” may be assumed to include mobile phones, tab-
lets, and in-car devices by the researcher, while survey respondents may interpret it to 
be mobile phones only. Or, when asking for communication tools used by the respon-
dent, the provided list of answer choices may not actually include all possible options 
needed to properly answer the question. Two established evaluation methods used to 
improve survey quality are cognitive pretesting and fi eld testing the survey by launching 
it to a subset of the actual sample, as described more fully in the remainder of this sec-
tion. By evaluating surveys early on, the researcher can identify disconnects between 
their own assumptions and how respondents will read, interpret, and answer questions. 

   Cognitive Pretesting 

 To conduct a cognitive pretest, a small set of potential respondents is invited to 
 participate in an in-person interview where they are asked to take the survey while 
using the think-aloud protocol (similar to a usability study). A cognitive pretest 
assesses question interpretation, construct validity, and comprehension of survey 
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terminology and calls attention to missing answer options or entire questions 
(   Bolton & Bronkhorst,  1995 ;    Collins,  2003 ; Drennan,  2003 ; Presser et al.,  2004 ). 
However, note that due to the testing environment, a cognitive pretest does not allow 
the researcher to understand contextual infl uences that may result in break-off or not 
fi lling out the survey in the fi rst place. 

 As part of a pretest, participants are asked the following for each question:

    1.    “Read the entire question and describe it in your own words.”   
   2.    “Select or write an answer while explaining your thought process.”   
   3.    “Describe any confusing terminology or missing answer choices.”     

 During the interview, the researcher should observe participant reactions;  identify 
misinterpretations of terms, questions, answer choices, or scale items; and gain 
insight into how respondents process questions and come up with their answers. 
The researcher then needs to analyze the collected information to improve problem-
atic areas before fi elding the fi nal questionnaire. A questionnaire could go through 
several rounds of iteration before reaching the desired quality.  

   Field Testing 

 Piloting the survey with a small subset of the sample will help provide insights that 
cognitive pretests alone cannot (Collins,  2003 ; Presser et al.,  2004 ). Through fi eld 
testing, the researcher can assess the success of the sampling approach, look for 
common break-off points and long completion times, and examine answers to open- 
ended questions. High break-off rates and completion times may point to fl aws in 
the survey design (see the following section), while unusual answers may suggest a 
disconnect between a question’s intention and respondents’ interpretation. To yield 
additional insights from the fi eld test, a question can be added at the end of each 
page or at the end of the entire survey where respondents can provide explicit feed-
back on any points of confusion. Similar to cognitive pretests, fi eld testing may lead 
to several rounds of questionnaire improvement as well as changes to the sampling 
method. Finally, once all concerns are addressed, the survey is ready to be fi elded to 
the entire sample.   

    Implementation and Launch 

 When all questions are fi nalized, the survey is ready to be fi elded based on the 
 chosen sampling method. Respondents may be invited through e-mails to specifi cally 
named persons (e.g., respondents chosen from a panel), intercept pop-up dialogs 
while using a product or a site, or links placed directly in an application (see the 
sampling section for more details; Couper,  2000 ). 
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 There are many platforms and tools that can be used to implement Internet 
 surveys, such as Confi rmIt, Google Forms, Kinesis, LimeSurvey, SurveyGizmo, 
SurveyMonkey, UserZoom, Wufoo, and Zoomerang, to name just a few. When 
deciding on the appropriate platform, functionality, cost, and ease of use should be 
taken into consideration. The questionnaire may require a survey tool that supports 
functionality such as branching and conditionals, the ability to pass URL parame-
ters, multiple languages, and a range of question types. Additionally, the researcher 
may want to customize the visual style of the survey or set up an automatic reporting 
dashboard, both of which may only be available on more sophisticated platforms. 

   Piping Behavioral Data into Surveys 

 Some platforms support the ability to combine survey responses with other log data, 
which is referred to as piping. Self-reported behaviors, such as frequency of use, 
feature usage, tenure, and platform usage, are less valid and reliable compared to 
generating the same metrics through log data. By merging survey responses with 
behavioral data, the researcher can more accurately understand the relationship 
between respondent characteristics and their behaviors or attitudes. For example, 
the researcher may fi nd that certain types of users or the level of usage may correlate 
with higher reported satisfaction. Behavioral data can either be passed to the results 
database as a parameter in the survey invitation link or combined later via a unique 
identifi er for each respondent.  

   Monitoring Survey Paradata 

 With the survey’s launch, researchers should monitor the initial responses as well as 
survey paradata to identify potential mistakes in the survey design. Survey paradata is 
data collected about the survey response process, such as the devices from which the 
survey was accessed, time to survey completion, and various response-related rates. 
By monitoring such metrics, the survey researcher can quickly apply improvements 
before the entire sample has responded to the survey. The American Association for 
Public Opinion Research specifi ed a set of defi nitions for commonly used paradata 
metrics (AAPOR,  2011 ):

•    Click-through rate: Of those invited, how many opened the survey.  
•   Completion rate: Of those who opened the survey, how many fi nished the survey.  
•   Response rate: Of those invited, how many fi nished the survey.  
•   Break-off rate: Of those who started, how many dropped off on each page.  
•   Completion time: The time it took respondents to fi nish the entire survey.    

 Response rates are dependent on a variety of factors, the combination of which 
makes it diffi cult to specify an acceptable response rate in HCI survey research. 
A meta-analysis of 31 e-mail surveys from 1986 to 2000 showed that average 
response rates for e-mail surveys typically fall between 30 and 40 %, with follow-up 
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reminders signifi cantly increasing response rates (Sheehan,  2001 ). Another review 
of 69 e-mail surveys showed that response rates averaged around 40 % (Cook, 
Heath, & Thompson,  2000 ). When inviting respondents through Internet intercept 
surveys (e.g., pop-up surveys or in-product links), response rates may be 15 % or 
lower (Couper,  2000 ). Meta-analyses of mailed surveys showed that their response 
rates are 40–50 % (Kerlinger,  1986 ) or 55 % (Baruch,  1999 ). In experimental com-
parisons to mailed surveys, response rates to Internet e-mail surveys were about 
10 % lower (Kaplowitz, Hadlock, & Levine,  2004 ; Manfreda et al.,  2008 ). Such 
meta reviews also showed that overall response rates have been declining over 
 several decades (Baruch,  1999 ;    Baruch & Holtom,  2008 ; Sheehan,  2001 ); however, 
this decline seems to have stagnated around 1995 (Baruch & Holtom,  2008 ).  

   Maximizing Response Rates 

 In order to gather enough responses to represent the target population with the desired 
level of precision, response rates should be maximized. Several factors affect response 
rates, including the respondents’ interest in the subject matter, the perceived impact of 
responding to the survey, questionnaire length and diffi culty, the presence and nature 
of incentives, and researchers’ efforts to encourage response (Fan & Yan,  2010 ). 

 Based on experimentation with invitation processes for mail surveys, Dillman 
( 1978 ) developed the “Total Design Method” to optimize response rates. This method, 
consistently achieving response rates averaging 70 % or better, consists of a timed 
sequence of four mailings: the initial request with the survey on week one, a reminder 
postcard on week two, a replacement survey to non-respondents on week four, and a 
second replacement survey to non-respondents by certifi ed mail on week seven. 
Dillman incorporates social exchange theory into the Total Design Method by person-
alizing the invitation letters, using offi cial stationery to increase trust in the survey’s 
sponsorship, explaining the usefulness of the survey research and the importance of 
responding, assuring the confi dentiality of respondents’ data, and beginning the ques-
tionnaire with items directly related to the topic of the survey (1991). Recognizing the 
need to cover Internet and mixed-mode surveys, Dillman extended his prior work with 
the “Tailored Design Method.” With this update, he emphasized customizing processes 
and designs to fi t each survey’s topic, population, and sponsorship (2007). 

 Another component of optimizing response rates is getting as many complete 
responses as possible from those who start the survey. According to Peytchev 
( 2009 ), causes of break-off may fall into the following three categories:

•    Respondent factors (survey topic salience and cognitive ability)  
•   Survey design factors (length, progress indicators, and incentives)  
•   Question design factors (fatigue and intimidation from open-ended questions 

and lengthy grid questions)    

 The questionnaire design principles mentioned previously may help minimize 
break-off, such as making surveys as short as possible, having a minimum of 
required questions, using skip logic, and including progress bars for short surveys. 
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 Providing an incentive to encourage survey responses may be advantageous in 
certain cases. Monetary incentives tend to increase response rates more than non- 
monetary incentives (Singer,  2002 ). In particular, non-contingent incentives, which 
are offered to all people in the sample, generally outperform contingent incentives, 
given only upon completion of the survey (Church,  1993 ). This is true even when a 
non-contingent incentive is considerably smaller than a contingent incentive. One 
strategy to maximize the benefi t of incentives is to offer a small non-contingent 
award to all invitees, followed by a larger contingent award to initial non- respondents 
(Lavrakas,  2011 ). An alternate form of contingent incentive is a lottery, where a 
drawing is held among respondents for a small number of monetary awards or other 
prizes. However, the effi cacy of such lotteries is unclear (Stevenson, Dykema, 
Cyffka, Klein, & Goldrick-Rab,  2012 ). Although incentives will typically increase 
response rates, it is much less certain whether they increase the representativeness 
of the results. Incentives are likely most valuable when facing a small population or 
sampling frame, and high response rates are required for suffi ciently precise mea-
surements. Another case where incentives may help is when some groups in the 
sample have low interest in the survey topic (Singer,  2002 ). Furthermore, when 
there is a cost to contact each potential respondent, as with door-to-door interview-
ing, incentives will decrease costs by lowering the number of people that need to be 
contacted.   

    Data Analysis and Reporting 

 Once all the necessary survey responses have been collected, it is time to start making 
sense of the data by:

    1.    Preparing and exploring the data   
   2.    Thoroughly analyzing the data   
   3.    Synthesizing insights for the target audience of this research     

   Data Preparation and Cleaning 

 Cleaning and preparing survey data before conducting a thorough analysis are 
essential to identify low-quality responses that may otherwise skew the results. 
When taking a pass through the data, survey researchers should look for signs 
of poor-quality responses. Such survey data can either be left as is, removed, or 
 presented separately from trusted data. If the researcher decides to remove poor 
data, they must cautiously decide whether to remove data on the respondent level 
(i.e., listwise deletion), an individual question level (i.e., pairwise deletion), or only 
beyond a certain point in the survey where respondents’ data quality is declined. 
The following are signals that survey researchers should look out for at the survey 
response level:
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•     Duplicate responses . In a self-administered survey, a respondent might be able to 
fi ll out the survey more than once. If possible, respondent information such as 
name, e-mail address, or any other unique identifi er should be used to remove 
duplicate responses.  

•    Speeders . Respondents that complete the survey faster than possible, speeders, 
may have carelessly read and answered the questions, resulting in arbitrary 
responses. The researcher should examine the distribution of response times and 
remove any respondents that are suspiciously fast.  

•    Straight-liners and other questionable patterns . Respondents that always, or 
almost always, pick the same answer option across survey questions are referred 
to as straight-liners. Grid-style questions are particularly prone to respondent 
straight-lining (e.g., by always picking the fi rst answer option when asked to rate 
a series of objects). Respondents may also try to hide the fact that they are ran-
domly choosing responses by answering in a fi xed pattern (e.g., by alternating 
between the fi rst and second answer options across questions). If a respondent 
straight-lines through the entire survey, the researcher may decide to remove the 
respondent’s data entirely. If a respondent starts straight-lining at a certain point, 
the researcher may keep data up until that point.  

•    Missing data and break-offs . Some respondents may fi nish a survey but skip sev-
eral questions. Others may start the survey but break off at some point. Both result 
in missing data. It should fi rst be determined whether those who did not respond 
to certain questions are different from those who did. A non-response study should 
be conducted to assess the amount of non-response bias for each survey question. 
If those who did not answer certain questions are not meaningfully different from 
those who did, the researcher can consider leaving the data as is; however, if there 
is a difference, the researcher may choose to impute plausible values based on 
similar respondents’ answers (De Leeuw, Hox, & Huisman,  2003 ).    

 Furthermore, the following signals may need to be assessed at a question-
by-question level:

•     Low inter-item reliability . When multiple questions are used to measure a single 
construct, respondents’ answers to these questions should be associated with each 
other. Respondents that give inconsistent or unreliable responses (e.g., selecting 
“very fast” and “very slow” for separate questions assessing the construct of speed) 
may not have carefully read the set of questions and should be considered for removal.  

•    Outliers . Answers that signifi cantly deviate from the majority of responses are 
considered outliers and should be examined. For questions with numeric values, 
some consider outliers as the top and bottom 2 % of responses, while others 
calculate outliers as anything outside of two or three standard deviations from the 
mean. Survey researchers should determine how much of a difference keeping or 
removing the outliers has on variables’ averages. If the impact is signifi cant, the 
researcher may either remove such responses entirely or replace them with a 
value that equals two or three standard deviations from the mean. Another way 
to describe the central tendency while minimizing the effect of outliers is to use 
the median, rather than the mean.  
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•    Inadequate open-ended responses . Due to the amount of effort required, 
 open- ended questions may lead to low-quality responses. Obvious garbage and 
irrelevant answers, such as “asdf,” should be removed, and other answers from 
the same respondent should be examined to determine whether all their survey 
responses warrant removal.     

   Analysis of Closed-Ended Responses 

 To get an overview of what the survey data shows,  descriptive statistics  are funda-
mental. By looking at measures such as the frequency distribution, central 
tendency (e.g., mean or median), and data dispersion (e.g., standard deviation), 
emerging patterns can be uncovered. The frequency distribution shows the propor-
tion of responses for each answer option. The central tendency measures the 
 “central” position of a frequency distribution and is calculated using the mean, 
median, and mode. Dispersion examines the data spread around the central  position 
through calculations such as standard deviation, variance, range, and interquartile 
range. 

 While descriptive statistics only describe the existing data set,  inferential statis-
tics  can be used to draw inferences from the sample to the overall population in 
question. Inferential statistics consists of two areas: estimation statistics and hypoth-
esis testing. Estimation statistics involves using the survey’s sample in order to 
approximate the population’s value. Either the margin of error or the confi dence 
interval of the sample’s data needs to be determined for such estimation. To calcu-
late the margin of error for an answer option’s proportion, only the sample size, the 
proportion, and a selected confi dence level are needed. However, to determine the 
confi dence interval for a mean, the standard error of the mean is required addition-
ally. A confi dence interval thus represents the estimated range of a population’s 
mean at a certain confi dence level. 

 Hypothesis testing determines the probability of a hypothesis being true when 
comparing groups (e.g., means or proportions being the same or different) through 
the use of methods such as  t -test, ANOVA, or Chi-square. The appropriate test 
is determined by the research question, type of prediction by the researcher, and 
type of variable (i.e., nominal, ordinal, interval, or ratio). An experienced quantita-
tive researcher or statistician should be involved. 

 Inferential statistics can also be applied to identify connections among variables:

•     Bivariate correlations  are widely used to assess linear relationships between 
 variables. For example, correlations can indicate which product dimensions 
(e.g., ease of use, speed, features) are most strongly associated with users’ over-
all satisfaction.  

•    Linear regression  analysis indicates the proportion of variance in a continuous 
dependent variable that is explained by one or more independent variables and 
the amount of change explained by each unit of an independent variable.  
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•    Logistic regression  predicts the change in probability of getting a particular 
value in a binary variable, given a unit change in one or more independent 
variables.  

•    Decision trees  assess the probabilities of reaching specifi c outcomes, considering 
relationships between variables.  

•    Factor analysis  identifi es groups of covariates and can be useful to reduce a large 
number of variables into a smaller set.  

•    Cluster analysis  looks for related groups of respondents and is often used by 
market researchers to identify and categorize segments within a population.    

 There are many packages available to assist with survey analysis. Software such 
as Microsoft Excel, and even certain survey platforms such as SurveyMonkey or 
Google Forms, can be used for basic descriptive statistics and charts. More advanced 
packages such as SPSS, R, SAS, or Matlab can be used for complex modeling, 
 calculations, and charting. Note that data cleaning often needs to be a precursor to 
conducting analysis using such tools.  

   Analysis of Open-Ended Comments 

 In addition to analyzing closed-ended responses, the review of open-ended com-
ments contributes a more holistic understanding of the phenomena being studied. 
Analyzing a large set of open-ended comments may seem like a daunting task at 
fi rst; however, if done correctly, it reveals important insights that cannot otherwise 
be extracted from closed-ended responses. The analysis of open-ended survey 
responses can be derived from the method of  grounded theory  (Böhm,  2004 ; Glaser 
& Strauss,  1967 ) (see chapter on “Grounded Theory Methods”). 

 An interpretive method, referred to as  coding  (Saldaña,  2009 ), is used to  organize 
and transform qualitative data from open-ended questions to enable further quanti-
tative analysis (e.g., preparing a frequency distribution of the codes or comparing 
the responses across groups). The core of such qualitative analysis is to assign one 
or several codes to each comment; each code consists of a word or a short phrase 
summarizing the essence of the response with regard to the objective of that survey 
question (e.g., described frustrations, behavior, sentiment, or user type). Available 
codes are chosen from a coding scheme, which may already be established by the 
community or from previous research or may need to be created by the researchers 
themselves. In most cases, as questions are customized to each individual survey, 
the researcher needs to establish the coding system using a deductive or an inductive 
approach. 

 When employing a  deductive  approach, the researcher defi nes the full list of 
 possible codes in a top-down fashion; i.e., all codes are defi ned before reviewing the 
qualitative data and assigning those codes to comments. On the other hand, when 
using an  inductive  approach to coding, the codes are generated and constantly 
revised in a bottom-up approach; i.e., the data is coded according to categories 
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identifi ed by reading and re-reading responses to the open-ended question. 
Bottom-up, inductive coding is recommended, as it has the benefi t of capturing 
categories the researcher may not have thought of before reading the actual 
 comments; however, it requires more coordination if multiple coders are involved. 
(See “Grounded Theory Method” chapter for an analogous discussion.) 

 To measure the reliability of both the developed coding system and the coding of 
the comments, either the same coder should partially repeat the coding or a second 
coder should be involved.  Intra-rater reliability  describes the degree of agreement 
when the data set is reanalyzed by the same researcher.  Inter-rater reliability  
(Armstrong, Gosling, Weinman, & Marteau,  1997 ; Gwet,  2001 ) determines the agree-
ment level of the coding results from at least two independent researchers (using 
 correlations or Cohen’s kappa). If there is low agreement, the coding needs to be 
reviewed to identify the pattern behind the disagreement, coder training needs to be 
adjusted, or changes to codes need to be agreed upon to achieve consistent categoriza-
tion. If the data set to be coded is too large and coding needs to be split up between 
researchers, inter-rater consistency can be measured by comparing results from coding 
an overlapping set of comments, by comparing the coding to a preestablished standard, 
or by including another researcher to review overlapping codes from the main coders. 

 After having analyzed all comments, the researcher may prepare descriptive 
 statistics such as a frequency distribution of codes, conduct inferential statistical 
tests, summarize key themes, prepare necessary charts, and highlight specifi cs 
through the use of representative quotes. To compare results across groups, infer-
ential analysis methods can be used as described above for closed-ended data 
(e.g.,  t -tests, ANOVA, or Chi-square).  

   Assessing Representativeness 

 A key criterion in any survey’s quality is the degree to which the results accurately 
represent the target population. If a survey’s sampling frame fully covers the popu-
lation and the sample is randomly drawn from the sampling frame, a response 
rate of 100 % would ensure that the results are representative at a level of precision 
based on the sample size. 

 If, however, a survey has less than a 100 % response rate, those not responding 
might have provided a different answer distribution than those who did respond. 

 An example is a survey intended to measure attitudes and behaviors regarding 
a technology that became available recently. Since people who are early adopters of 
new technologies are usually very passionate about providing their thoughts and 
feedback, surveying users of this technology product would overestimate responses 
from early adopters (as compared to more occasional users) and the incidence of 
favorable attitudes toward that product. Thus, even a modest level of non-response 
can greatly affect the degree of non-response bias. 

 With response rates to major longitudinal surveys having decreased over time, 
 much effort has been devoted to understanding non- response and its impact on data 
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quality as well as methods of adjusting results to mitigate non-response error. 
Traditional survey assumptions held that maximizing response rates minimized 
non-response bias (Groves,  2006 ). Therefore, the results of Groves’  2006  meta-
analysis were both surprising and seminal, fi nding no meaningful correlation 
between response rates and non-response error across mail, telephone, and face-to-
face surveys.  

   Reporting Survey Findings 

 Once the question-by-question analysis is completed, the researcher needs to 
 synthesize fi ndings across all questions to address the goals of the survey. Larger 
themes may be identifi ed, and the initially defi ned research questions are answered, 
which are in turn translated into recommendations and broader HCI implications 
as appropriate. All calculations used for the data analysis should be reported with 
the necessary statistical rigor (e.g., sample sizes,  p -values, margins of error, and 
confi dence levels). Furthermore, it is important to list the survey’s paradata and 
include response and break-off rates (see section on monitoring survey paradata). 

 Similar to other empirical research, it is important to not only report the results 
of the survey but also describe the original research goals and the used survey 
 methodology. A detailed description of the survey methodology will explain the 
population being studied, sampling method, survey mode, survey invitation, fi eld-
ing process, and response paradata. It should also include screenshots of the actual 
survey questions and explain techniques used to evaluate data quality. Furthermore, 
it is often necessary to include a discussion on how the respondents compare to the 
overall population. Lastly, any potential sources of survey bias, such as sampling 
biases or non-response bias, should be outlined.    

    Exercises 

     1.    What are the differences between a survey and a questionnaire, both in concept 
and design?   

   2.    In your own research area, create a survey and test it with fi ve classmates. How long 
do you think it will take a classmate to fi ll it out? How long did it take them?         
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           Introduction 

 Crowdsourcing involves recruiting large groups of people online to contribute small 
amounts of effort towards a larger goal. Increasingly, HCI researchers leverage 
online crowds to perform tasks, such as evaluating the quality of user generated 
content (Kittur, Suh, & Chi,  2008 ), identifying the best photograph in a set 
(Bernstein, Brandt, Miller, & Karger,  2011 ), transcribing text when optical charac-
ter recognition (OCR) technologies fail (Bigham et al.,  2010 ), and performing tasks 
for user studies (Heer & Bostock,  2010 ; Kittur, Chi, & Suh,  2008 ). 

 This chapter provides guidelines for how to use crowdsourcing in HCI research. 
We explore how HCI researchers are using crowdsourcing, provide a tutorial for 
people new to the fi eld, discuss challenges and hints for doing crowdsourcing more 
effectively, and share three concrete case studies.  
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    What Is Crowdsourcing? 

 Numerous online crowdsourcing platforms offer people micro-payments for 
 completing tasks (Quinn & Bederson,  2011 ), but non-paid crowdsourcing plat-
forms also exist. Non-paid crowd platforms typically offer some other value to 
users, such as embedding the task in a fun game (von Ahn & Dabbish,  2004 ) or 
engaging people in a cause, such as citizen science projects like Fold It, a protein 
folding effort (Hand,  2010 ). The increasing availability of crowdsourcing plat-
forms has enabled HCI researchers to recruit large numbers of participants for user 
studies, to generate third-party content and quality assessments, and to build novel 
user experiences. 

 One canonical example of paid crowdsourcing from the crowdsourcing 
industry is business card data entry. Even very sophisticated algorithms utilizing 
OCR technology cannot deal with the great variety of different types of card 
designs in the real world. Instead, a company called CardMunch uploads busi-
ness cards to Amazon’s Mechanical Turk (MTurk) 1  to have them transcribed. 2  
This way, a user who collects hundreds of business cards from a convention can 
have them transcribed very quickly and cheaply. Figure  1  shows the interface 

1   http://www.mturk.com/ . 
2   http://www.readwriteweb.com/archives/linkedin_updates_cardmunch_iphone_app.php . 

  Fig. 1    Example Business Card task in Amazon Mechanical Turk. Screenshot used by permission 
from LinkedIn.com       
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used for transcription. This example illustrates the role crowdsourcing has 
played in merging computational algorithms with human intelligence. That is, 
in places where  algorithms fall short, online crowds can supplement them with 
human computation.

   There are many other examples of crowdsourcing that do not involve fi nancial 
payments. One example is the online encyclopedia, Wikipedia, 3  where hundreds of 
thousands of contributors author and edit articles. Similarly, the Tiramisu project 
relies on GPS traces and problem reports from commuters to generate real-time 
arrival time predictions for a transit system (Zimmerman et al.,  2011 ). 

 Another example of unpaid crowdsourcing is the reCAPTCHA project (von 
Ahn, Maurer, McMillen, Abraham, & Blum,  2008 ) where millions of Internet users 
translate small strings of scrambled text, typically to gain access or open a new user 
account. The purpose is twofold. The system verifi es that the user is human, not 
some kind of automated algorithm. Moreover, the project aims to digitize old out-
of- print books by giving users one known word and one unknown word. Over time 
and across many users, the system learns the probability distribution of the unknown 
words and eventually translates entire book collections. These non-paid crowd-
sourcing platforms demonstrate the variety of incentive mechanisms available. 

    A Brief History 

 Before the invention of electronic computers, organizations employed teams of 
“human computers” to perform various mathematical calculations (Grier,  2005 ). 
Within the past decade, this notion of human computation has once again gained 
popularity due to not just an increase in online crowdsourcing platforms but also 
because researchers have become better able to understand the limitations of 
 machine  computation. 

 In HCI research literature, the pioneering work of von Ahn and Dabbish fi rst 
explored using game mechanisms in the “ESP Game” to gather labels for images 
(von Ahn & Dabbish,  2004 ). Kittur, Chi, & Suh,  2008 ) suggested the use of MTurk 
for user studies. 

 Since these two early works, a growing community of HCI researchers has 
emerged to examine and utilize crowdsourcing in its many forms. This is evident by 
both the presence of large workshops at top HCI conferences, such as the ACM CHI 
conference, as well as new workshops and conferences dedicated entirely to crowd-
sourcing, such as HCOMP and Computational Intelligence. 

 HCI researchers have explored crowdsourcing by:

    1.    Studying crowd platforms for intellectual tasks, e.g., Wikipedia and social 
search.   

   2.    Creating “crowdsensing” applications, e.g., CMU’s Tiramisu (Zimmerman 
et al.,  2011 ) or Minnesota’s Cyclopath (Priedhorsky & Terveen,  2008 ).   

3   http://www.wikipedia.org/ . 

Crowdsourcing in HCI Research

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang

Gang Wang



270

   3.    Designing “games with a purpose,” e.g., CMU’s ESP Game (von Ahn & Dabbish, 
 2004 ) or U Washington’s PhotoCity (Tuite, Snavely, Hsiao, Smith, & Popović, 
 2010 ).   

   4.    Utilizing micro-task platforms (e.g., MTurk) for a variety of activities, ranging 
from user study recruitment to judgment gathering.     

 While HCI research has much to gain from studying existing large-scale online 
communities (such as Twitter, Google+, Reddit, or Wikipedia) or building new 
crowd-based platforms (e.g., Zimmerman et al.,  2011 ), this chapter aims to provide 
a useful resource for people new to the domain. Given the wide variety of research 
in this space, this chapter focuses primarily on how HCI researchers can leverage 
general-purpose crowdsourcing platforms, which are often used for completing 
micro-tasks. They provide easy access to scalable, on-demand, inexpensive labor 
and can be used for many kinds of HCI research. 

 In the rest of this chapter, we fi rst look at how crowdsourcing can be applied to 
typical HCI activities, such as conducting participant studies and recruiting inde-
pendent judges. Second, we provide a number of considerations and tips for using 
crowds, including a short tutorial on Amazon’s Mechanical Turk. Third, we share 
three case studies that explore how each of the authors has personally used crowd-
sourcing in his research. Finally, we explore new HCI applications for crowdsourc-
ing research and provide links to additional crowdsourcing resources.   

    How HCI Researchers Can Leverage Crowds 

 For many common HCI research activities, the scale, diversity, availability, and 
affordability of online crowds provide value. This section covers several of the 
 traditional HCI research activities that benefi t from utilizing general-purpose 
crowdsourcing platforms. We describe more advanced uses of crowdsourcing later. 

  Conducting online surveys:  Crowdsourcing provides a wonderful recruiting tool for 
surveys and questionnaires, because the ability to reach large populations allows 
researchers to select for specifi c demographics, as well as recruit diverse samples, 
as discussed in detail later. 

 To better select samples of workers, a number of researchers have been using 
MTurk to learn more about crowd workers themselves (Quinn & Bederson,  2011 ). 
For example, Ross, Irani, Silberman, Zaldivar, and Tomlinson ( 2010 ) learned that 
over the last few years the demographics of MTurk workers have been shifting from 
primarily US workers, to a split between US and Indian workers. This shift is partly 
due to the fact that MTurk started allowing people to receive payments in Indian 
Rupees. 

  Conducting experiments:  Crowdsourcing provides a cheap and quick way to recruit 
participants for user studies or experiments. An early example of this was Kittur, 
Suh, and Chi’s use of MTurk to conduct a user study about Wikipedia article quality 
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( 2008 ). Heer and Bostock ( 2010 ) were able to replicate and extend previous studies 
of graphical perception focused on spatial encoding and contrast. Heer and Bostock 
estimated that their crowdsourced studies resulted in cost savings at a factor of six 
(ibid). Similarly, Egelman and colleagues performed several experiments to exam-
ine Internet users’ security behaviors (Christin, Egelman, Vidas, & Grossklags, 
 2011 ; Egelman et al.,  2010 ; Komanduri et al.,  2011 ). 

 These researchers leveraged the time and cost savings of online crowds to exam-
ine many more experimental conditions than would have been possible in a labora-
tory setting. For instance, a week of recruiting might result in 100 laboratory 
participants, who would need to be paid at least $10 each to participate in a 10-min 
experiment. The same experiment posted on a crowdsourcing platform might yield 
over 1,000 online participants when paid $1 each. Toomim, Kriplean, Pörtner, and 
Landay ( 2011 ) have used MTurk to compare different user interfaces. They pro-
posed that task completion rates by MTurk workers provide a new measure of the 
utility of user interfaces. Specifi cally, they hypothesized that a more usable UI leads 
to more workers fi nishing a task and for less money. With thousands of workers 
conducting tasks with a range of different UIs, the researchers were able to measure 
the relative dropout rates based on the quality of the UI and the payment amount. 

  Training of machine-learning algorithms : Other researchers have been using 
online crowds to gather training data for novel uses of machine learning. For exam-
ple, Kumar, Kim, and Klemmer ( 2009 ) sought to develop software that will trans-
form web content to new designs. The researchers recruited MTurk workers to help 
them tune an algorithm that converts one website’s Document Object Model 
(DOM) into another. In the task, online workers were given two websites and then 
for any particular design element on one page, they were asked to fi nd the corre-
sponding element in the second page. With enough of these judgments, the 
machine-learning algorithm can “learn” the structural patterns that map content 
across different designs. 

  Analyzing text or images : The ESP Game was one of the fi rst and best examples of 
crowdsourcing, where online participants “labeled” images as a secondary effect of 
playing a game (   von Ahn & Dabbish,  2004 ). The game shows two online players 
the same image. To earn points, the players have to simultaneously guess the same 
word or phrase without communicating. The side product of this game interaction 
provides descriptive language for the image (i.e., “tags”). Since then, HCI research-
ers have adopted crowdsourcing to analyze text and images for various research 
goals. A number of researchers have used crowds to analyze/categorize texts, such 
as blog threads, Wikipedia entries, and tweets (André, Bernstein, & Luther,  2012 ). 

 For analyzing images, one early well-known example is the NASA Click 
workers, 4  who were unpaid volunteers from all corners of the Web that used a web-
site to help identify and classify craters on Mars. This was also one of the earliest 
citizen science projects. 

4   http://beamartian.jpl.nasa.gov/ . 

Crowdsourcing in HCI Research

Gang Wang

Gang Wang

Gang Wang

Gang Wang



272

 Another creative user study using crowds was an experiment on the effect of 
emotional priming on brainstorming processes. Lewis, Dontcheva, and Gerber 
( 2011 ) fi rst used MTurk workers to judge the emotional affect of a set of images. 
These ratings allowed the researchers to select one positive, one negative, and one 
neutral image as the independent variable for a brainstorming experiment. The 
researchers found that priming with both positive and negative images can lead to 
more original idea generation than neutral imagery. 

  Gathering subjective judgments : A number of researchers have leveraged 
 crowdsourcing to gather subjective quality judgments on content. For example, 
Kittur, Chi, and Suh’s evaluation of Wikipedia article quality showed that MTurk 
workers generated ratings that correlated highly with expert Wikipedians’ evalu-
ations ( 2008 ). 

 Utilizing the subjective judgments of crowds, Dow et al. paid online crowds to 
judge banner ads created by participants in a design experiment (2010). They then 
conducted an experiment on the design process to examine whether creating and 
receiving feedback on multiple designs in parallel—rather than simply iterating 
serially—affects design results and exploration. Participants came to the lab and 
created web banner ads, and the resulting designs were launched online at Amazon 
MTurk to collect relative performance metrics, such as the quality and diversity of 
the ad designs. The judgments of online workers showed that the parallel process 
resulted in more diverse explorations and produced higher quality outcomes than 
the serial process.  

    Considerations and Tips for Crowdsourcing 

 In this section, we discuss some of the questions that researchers should be prepared 
to answer when deciding whether to use crowdsourcing. Many decisions are 
involved regarding what types of tasks and how workers should go about complet-
ing them. For instance,

•    Are the tasks well suited for crowdsourcing?  
•   If it is a user study, what are the tradeoffs between having participants perform 

the task online versus in a laboratory?  
•   How much should crowd workers earn for the task?  
•   How can researchers ensure good results from crowdsourcing?    

 Here we breakdown these key questions, discuss the challenges of using online 
crowds, and offer tips to help overcome those challenges. 

 Finally, we illustrate how to use one particular crowdsourcing platform, Amazon’s 
Mechanical Turk, and give an overview of other crowdsourcing platforms. 
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    When Is Crowdsourcing Appropriate? 

 Crowdsourcing typically enables researchers to acquire a large amount of user data 
for a low-cost with fast turn-around times. However, while crowdsourcing can be 
used for many different things, and there are a wide variety of different crowdsourcing 
platforms, not every research project is well suited for crowdsourcing. Researchers 
must consider task complexity, task subjectivity, and what information they can (or 
need to) infer about their users when deciding whether they can collect suffi cient 
data through crowdsourcing. 

 As with any research project, the researcher should start by writing down the 
questions that she hopes to answer. Next, she must determine what data she needs 
in order to answer those questions. Finally, she must decide whether a crowdsourc-
ing platform is able to yield that data and whether it can do so reliably with the 
desired demographic. 

 For instance, on the one hand, when conducting a very short opinion survey that 
collects responses from as many people as possible in a very short amount of time, 
MTurk or Google’s Consumer Survey 5  might be the most appropriate platform, 
because these platforms focus on reaching large samples of the general public. On 
the other hand, if a project requires advanced skills, a platform that focuses on 
domain experts, like oDesk 6  or 99designs, 4  might be more appropriate. 

 Crowdsourcing should generally be used for tasks that can be performed online 
with minimal supervision. Tasks that require real-time individual feedback from the 
researcher may not be appropriate for crowdsourcing. However, these guidelines are 
nuanced. For instance, while MTurk itself does not support many advanced ways of 
communicating with users, there is nothing preventing a researcher from using 
MTurk to redirect users to a website she controls wherein she can support more 
interaction with the workers. 

 There really are no hard rules as to what sorts of projects might benefi t from a 
crowdsourcing approach. New crowdsourcing platforms and methodologies con-
tinue to enable researchers to conduct online tasks that were previously thought to 
be unsuited to crowdsourcing.  

    What Are the Tradeoffs of Crowdsourcing? 

 Just because a researcher believes she  can  use crowdsourcing to complete a particu-
lar research project does not mean that she  should . While crowdsourcing presents 
many advantages over traditional laboratory or fi eld experiments in which the 
researcher is directly interacting with participants, it also has drawbacks that 
researchers need to take into account. 

5   http://www.google.com/insights/consumersurveys/ . 
6   http://www.odesk.com/ . 
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 In a laboratory or fi eld experiment where subjects meet with researchers 
 face-to- face, they may feel additional motivation to provide quality results due to 
the supervision (i.e., the “Hawthorne effect;” Landsberger,  1958 ). This is one trad-
eoff when performing unsupervised tasks online. For instance, unless there are clear 
quality controls, users may feel free to “cheat.” Users who cheat rarely do so out of 
malice, but instead do so out of laziness. This is basic economics: if the same reward 
can be achieved for doing less work, many users will do so. In many crowdsourcing 
platforms, the researcher ultimately gets to decide which users receive remunera-
tion. Therefore the issue is not so much preventing or minimizing cheating, but 
instead including quality controls so that the researcher may detect it and then reject 
those responses. We discuss this in more detail later in this section. 

 Another detriment to using crowdsourcing in experiments is the unavailability of 
qualitative observations. Unless the researcher has invested time in creating an envi-
ronment that allows for detailed observations as the user completes the task, there is 
little way of gathering observational data on the steps the user took while submitting 
a response. On the other hand, supervised laboratory and fi eld experiments provide 
researchers with opportunities to ask users follow-up questions, such as why a par-
ticular action was performed. (See Looking Back: Retrospective Study Methods for 
HCI in this volume.) 

 Finally, a benefi t of crowdsourcing is that the low cost allows researchers to 
iteratively improve their experimental designs. When performing a laboratory or 
fi eld experiment, pilot experiments are usually run on only a handful of participants 
due to the time and cost involved, which means that the opportunity to identify and 
correct potential pitfalls is drastically reduced. With crowdsourcing, because the 
cost is usually orders of magnitude lower per user, there is no reason why a researcher 
cannot run iterative pilot experiments on relatively large samples. Likewise, 
researchers can use the low cost as part of a quality control strategy: if multiple 
workers complete the same task, outliers can be detected and removed.  

    Who Are the Crowd Workers? 

 Prior to the availability of crowdsourcing platforms, HCI research involving diverse 
samples of human subjects was often prohibitively expensive. Researchers com-
monly recruited locally, using only coworkers or students recruited nearby. These 
convenience samples, while heavily biased, have been accepted in the research 
community because alternatives were not readily available. Of course, all research 
subject samples suffer from a bias: they include only those who are willing to par-
ticipate in research studies. However, the advent of crowdsourcing has shown that 
much more diverse participant pools can be readily accessible (Kittur, Chi, & Suh, 
 2008 ). The ability to recruit participants from around the world raises other con-
cerns; chief among them is being able to describe the participant demographics. Or 
put more succinctly,  who are these workers ? 
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 For some types of HCI research, in which the goal is not to generalize fi ndings 
to larger populations, participant demographics may not matter. For example, for 
purely creative endeavors, such as collecting user-generated artwork or designs, the 
locations or education levels of participants may not be of concern. Likewise, when 
ground truth is readily verifi able, such as using crowdsourcing for translation or 
transcription, demographics also may not matter. However, when the goal is to yield 
knowledge that is generalizable to a large population, such as rating photographs 
for emotional content, knowing the demographic might be crucial to the study’s 
ecological validity. 

 Crowdsourcing suffers from the same shortcomings as other survey methods that 
involve collecting self-reported demographic data; survey respondents often omit 
responses to certain demographic questions or outright lie. Likewise, all research 
methods suffer from potential biases because the people who participate were only 
those who both saw the recruitment notice and decided to participate. When users 
are recruited using traditional methods, such as from a specifi c geographical area or 
due to a common interest (e.g., online forums), some amount of information is 
immediately known about the sample. However, crowdsourcing changes all of this 
because users are likely to come from more diverse backgrounds. As a fi rst step in 
identifying workers, a researcher may want to think about limiting her sample to 
specifi c geographic areas. For instance, some studies have shown that the demo-
graphics of US-based MTurk users are similar to the demographics of US-based 
Internet users as a whole, though the former are slightly younger and more educated 
(Ipeirotis,  2010a ; Ross et al.,  2010 ). If the ability to restrict users by location is 
unavailable on the platform the researcher wishes to use, then the geolocations of 
the users’ IP addresses may be a reasonable proxy for user locations. 

 Other demographic information, such as education level, age, or gender, may be 
harder to reliably collect. If demographic information is necessary, users should be 
asked to self-report it. As with traditional methods that collect self-reported demo-
graphics, this information suffers from the same shortcomings (i.e., users might 
omit it or provide incorrect information). The trustworthiness of self-reported 
demographics varies by platform. Third party services, such as CrowdFlower, 7  com-
pile user statistics so that requesters can rely on having more demographic informa-
tion, as well as a user’s history of completing previous tasks. The bottom line is that 
researchers should be aware of the potential to reach a diverse sample, and think 
about the type of worker they wish to reach.  

    How Much Should Crowdworkers Be Paid? 

 Some crowdsourcing platforms reward users with intangible benefi ts, such as access 
to special content, the enjoyment of playing a game, or simply the knowledge that 
they are contributing to a community. For instance, users contribute to Wikipedia in 

7   http://www.crowdfl ower.com/ . 
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order to extend the quality of publicly available knowledge; reCAPTCHA users 
transcribe words in order to prove that they are not computer programs trying to 
gain access to a system. However, on some platforms, many users expect monetary 
incentives to participate. This raises the question,  how much should workers earn 
for work?  

 Payment amounts can have profound effects on experimental results. Pay too 
little, and one risks not attracting enough workers or only attracting a very specifi c 
demographic (i.e., those willing to work for very little). Pay too much, and one may 
quickly exhaust the budget or turn away potential workers who incorrectly estimate 
too much work is involved. Of course, the proper payment amount is governed by 
many factors, and the most important are: community standards for the platform 
being used, the anticipated amount of time to complete the task, and the type of 
work involved. 

 Knowing the target demographic is crucial for determining payment amounts. 
For instance, soliciting logos from users of the crowdsourcing platform for designs, 
99designs, is likely to cost two orders of magnitude more than soliciting logo ideas 
from MTurk users. However, users on 99designs are often professional designers, 
and therefore payments and rewards are commensurate with experience and exper-
tise. Of course, when using MTurk, one will likely have to fi lter through many more 
low-quality answers, potentially negating any cost differential (i.e., a researcher 
may pay one designer $100 on 99designs, whereas it may take paying 100 workers 
each $1 or more on MTurk to yield an acceptable design). 

 For tasks that do not leverage skilled workers, the rule of thumb is to offer pay-
ment relatively close to the prevailing minimum wage. This of course is a loaded 
term, especially when talking about workers who are based all over the world. 
Without explicitly restricting one’s workers to a particular geographic location or 
socioeconomic class, the payment amount will add a selection bias to the sample. 
For instance, Christin et al. ( 2011 ) found that for the same task, when they increased 
the payment from $0.01 to $1.00, participants from the developed world—as a pro-
portion of total participants—increased signifi cantly. The obvious explanation for 
this is that when the payment was too low, participants from the developed world 
did not believe it was worth their time. 

 Prior to deploying a new task to be crowdsourced, researchers should always run 
pilot experiments to get a good idea of how long it will take to complete the task. 
Some crowdsourcing platforms even provide “sandbox” features that allow tasks to 
be tested in the experimental environment for free while the researcher prepares to 
deploy them. In these environments, one can modify a task while viewing it from 
the worker’s perspective. When the researcher has a good estimate for the task’s 
time commitment, the researcher can spend a few minutes surveying tasks of similar 
complexity that others are offering to get a better understanding of the current mar-
ket rates. If the budget allows, researchers may want to consider pricing their tasks 
slightly higher than other similar tasks (e.g., 30 cents if other similar tasks are pay-
ing 25 cents). This may help them to reach a larger audience by making their tasks 
stand out. Paying too much, on the other hand, usually attracts noisy answers from 
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participants trying to earn quick money. Gaming the system for an economic 
 advantage is always irresistible for some workers. 

 For a given price, the complexity of the task also has a profound impact on work-
ers’ willingness to perform it. Researchers have found that cognitive tasks involving 
creative or personal contributions tend to require higher payment amounts. For 
example, researchers will likely need to pay users more to spend 10 min writing 
unique product reviews than to spend 10 min answering multiple-choice surveys.  

    How to Ensure Quality Work? 

 Because crowdsourcing deals with potentially broad and diverse audiences, it is 
important to be able to minimize poor-quality responses. Barring that, tasks should 
be designed to make poor-quality responses immediately identifi able, so that they 
can be easily removed post hoc. Some of the techniques for doing this come from 
survey design best practices that have existed for decades, described in more detail 
below. (See chapter on “Survey Research in HCI,” this volume.) 

 The easiest way to increase work quality is by preventing workers with bad repu-
tations from participating. Some crowdsourcing platforms allow requesters—those 
posting tasks—to leave feedback about each of their workers. Other platforms pro-
vide worker statistics, such as the percentage of accepted tasks that were completed 
to the satisfaction of the requester. It is then possible for requesters to set a threshold 
so that only workers who have exceeded a certain approval rating are eligible to 
participate in their tasks. However, the quality of reputation systems varies greatly 
across different crowdsourcing platforms. 

 The most important, yet hardest way of increasing the quality of workers’ work is 
by carefully crafting the language on task instructions. As a general rule, instructions 
need to be as specifi c as possible, while also being succinct. Because workers come 
from very diverse backgrounds and are performing tasks unsupervised, the tasks 
need to be worded to avoid misunderstandings and minimize follow-up clarifi ca-
tions. Researchers might want to tailor their instructions based on participants’ esti-
mated reading levels (e.g., Flesch-Kincaid readability score); however, it generally 
takes several rounds of piloting and iterative changes in order to fi nalize task descrip-
tions. This type of hardening of experimental procedure is also common in labora-
tory experiments, but can be somewhat heightened in crowdsourcing experiments 
since the researcher cannot be in a room with the subjects to clarify any confusion. 

 A researcher may design the most straightforward task but still get a signifi cant 
number of fraudulent responses. If it is easy for workers to submit irrelevant 
responses in order to receive a payment, many invariably will. Kittur, Chi, and Suh 
showed that the key is in designing the task so that fraudulent or low-quality 
responses can be easily detected using well-established survey design techniques 
( 2008 ). The easiest way of doing this is by adding additional questions to the task in 
which the ground truth is known (also referred to as “gold standard” questions). For 
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instance, to help determine whether users read the questions, one might ask “how 
many letters are there in the word ‘dog’?” or even something as simple as “please 
select ‘false’.” 

 Another way of detecting fraudulent responses is by including questions that 
require open-ended responses, which demonstrate that the worker read and under-
stood the question, rather than selected a correct answer by chance (Fowler,  1995 ). 
For example, on a survey that consists of multiple-choice questions, a researcher 
should think about replacing one with a text-box response so that she can assess 
workers’ diligence to the task. The text box does two things. First, it discourages 
would-be cheaters by increasing the effort required to provide a fake response so 
that it is closer to the effort required to provide a legitimate response. Second, free- 
text questions make it much easier to detect blatantly fraudulent responses, because 
the responses are usually either gibberish or off-topic, whereas fraudulent responses 
to multiple-choice questions are hard to separate out from the legitimate responses. 

 Finally, one of the greatest advantages of crowdsourcing is that it is relatively 
tolerant of mistakes because tasks can be altered, modifi ed, and reposted very easily. 
If a researcher fi nds that she is having a hard time achieving the sample sizes that 
she requires, she can simply increase the payment amount and try again. If she is not 
yielding the type of data that she requires, she may want to reword the task or add 
additional instructions or questions and try again. Making modifi cations and rede-
ploying research studies has previously been viewed as highly time-consuming and 
costly. But with crowdsourcing, researchers can iterate more easily with their exper-
imental designs.  

    A Tutorial for Using Amazon’s Mechanical Turk 

 To give an example of a general crowdsourcing platform, we provide a short tutorial 
of Amazon’s Mechanical Turk (MTurk), the largest and most well-known platform 
for leveraging crowds of people. While many platforms exist for specifi c types of 
tasks, MTurk is the most popular one for general-purpose crowdsourcing, because 
it essentially supports any task that can be completed from within a web browser by 
an Internet user. For this reason, it has become widely used for research tasks rang-
ing from surveys and behavioral experiments to creative design explorations. 

    The Basics 

 Like most crowdsourcing platforms, MTurk relies on two types of users:  workers  
and  requesters . A worker is someone who uses the platform for the purpose of com-
pleting tasks, whereas the requester is the person who posts and pays for those tasks, 
known as “HITs” (Human Intelligence Tasks) in MTurk. For the purpose of this 
example, assume a researcher wishes to recruit users to complete an online survey. 
To do this, she will need to post her survey to MTurk. 
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 When creating a new HIT on MTurk, a researcher needs to consider and specify 
the following variables:

•    Payment amount for each valid response.  
•   Total number of responses to be collected.  
•   The number of times a worker may complete the HIT.  
•   Time allotted for each worker to complete the HIT.  
•   Time before the HIT expires (regardless of the number of completed 

assignments).  
•   Time before results are automatically approved (i.e., if the requester does not 

approve/reject individual results in time).  
•   Qualifi cation requirements (e.g., approval rate and geographic location).    

 Requesters have the choice between using Amazon’s web interface, which allows 
for the creation of very basic web forms with minimal logic using their graphical 
interface or using MTurk’s API to implement more complex features (such as 
embedding externally hosted content). Using the API means that one can use a 
 common programming language (C/C++, Java, Python, Perl, etc.) to automate the 
process of posting HITs, approving workers’ responses, and then ultimately com-
pensating the workers. This way, developers can access crowds through their own 
software, without having to manually post tasks using the MTurk website. For this 
tutorial, we will assume the researcher uses Amazon’s web interface and each ques-
tion of her survey is a basic HTML web form element.  

    Qualifi cation Tasks 

 If a researcher wants to target a particular type of worker, the naïve approach would 
be to add screening questions to the survey and then remove all respondents who do 
not meet the requirements post hoc. Of course, this is very costly because it involves 
compensating everyone who completes the survey earnestly, even those who the 
researcher does not want to ultimately include in her dataset. As another way of 
targeting specifi c types of users, MTurk offers “qualifi cation HITs.” 

 A qualifi cation HIT can be used to screen potential workers before they are 
allowed to participate in future and more complex HITs. For instance, if a requester 
is trying to survey workers who are in the market for a new car, she might create a 
very quick qualifi cation HIT wherein workers are surveyed about planned upcom-
ing purchases. This survey is likely to be very short and pay relatively little; she 
might ask ten questions about future purchases and compensate workers $0.05 for 
their time. Based on workers’ responses to this screening survey, the requester can 
then give selected workers a “qualifi cation,” which is a custom variable associated 
with their profi le indicating that they completed the screening survey satisfactorily 
and are then eligible for follow-up HITs. 

 Finally, the requester adds a requirement to their main task that workers need 
to pass the qualifi cation to be eligible to participate. This “real” survey is likely 
to be much longer and compensate workers much more, but since some irrelevant 
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respondents are ineligible, the money is more effi ciently spent. Using this method, 
the researcher may create a standing pool of eligible participants that she can 
approach again and again in the future for subsequent research tasks, by creating a 
list of all the workers to whom she has granted the qualifi cation.  

    Beyond Basic Surveys 

 MTurk includes all that one needs to deploy basic surveys that use standard HTML 
elements (e.g., forms, radio buttons), but what happens when one wants to add more 
advanced logic or dynamic embedded content? Luckily, requesters are not limited 
to working with the interface elements that MTurk supports; they can also redirect 
workers to their own websites to complete HITs. For instance, for the aforemen-
tioned survey about car buyers, imagine the researcher wants workers to use a Flash 
applet to design their dream cars. To do this, the researcher would create the Flash 
applet on her own website and then direct the workers to this website in one of two 
ways. The fi rst way of doing this is to make the HIT an “external question,” where 
the HIT is hosted outside of MTurk and will therefore appear in an embedded frame. 
She may design what appears in the HIT’s  iframe  as she sees fi t, so long as she 
ensures that all data she wishes to collect gets sent as HTTP POST variables to a 
particular MTurk submission URL. 

 Of course, the easier way of directing workers to a different website to complete 
a task is by including a link in the HIT (e.g., “click here to open the survey in a new 
window”). The problem with this method is that the researcher will need to map 
users who completed the survey to workers on MTurk. To address this problem, a 
shared secret is needed. To give an example:

    1.    A worker visits MTurk and accepts the HIT.   
   2.    In the HIT, the worker opens a new window for the survey, hosted on a separate 

website.   
   3.    Once the worker completes the survey, the last page displays a secret word that 

the worker must submit to MTurk to receive compensation.   
   4.    When the researcher downloads the MTurk results, there is no way of determin-

ing whether workers actually took the survey because it was on a different web-
site. However, because the MTurk HIT asked them to submit the secret word 
shown on the last page of the survey, all responses not containing this secret 
word can be rejected (because there is no evidence they completed the survey).     

 This method has one obvious fl aw: workers may talk to one another. There are 
several very popular online forums for MTurk workers to discuss recently com-
pleted HITs, 8  ,  9  so it would be trivial for one of them to reveal the secret word to 
other workers. One way around this is to create a unique—or reasonably unique—
shared secret for each of the workers. For instance, some survey websites allow 

8   http://turkopticon.differenceengines.com/ . 
9   http://forum.mturk.com/ . 
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researchers to create random numbers to display at the end of an externally hosted 
survey. A researcher can then ask workers to enter this same number into MTurk. 
To verify the responses, it becomes a matter of just matching the numbers in order 
to identify which results to reject. Alternatively, a researcher can program shared 
secrets based on an algorithm that can be verifi ed. For instance, the algorithm might 
print out a 6-digit random number that is also a multiple of 39; multiple submissions 
that include identical numbers are likely to have colluded, whereas the researcher 
can also make sure that a worker did not simply enter a 6-digit number at random.  

    Managing Results 

 As results are submitted, the researcher can download real-time data fi les formatted 
as comma separated values (CSV). In addition to whatever data is explicitly col-
lected as part of the HIT, MTurk also includes information such as unique worker 
identifi ers and timestamps. 

 Once a worker submits a HIT, the requester then needs to decide whether or not 
to accept the worker’s result. The API allows requesters to write scripts to automati-
cally download newly submitted responses and then automatically decide whether 
or not to approve them. Likewise, requesters may also manually visit the website to 
view newly submitted results. If a HIT is not adjudicated within the specifi ed time 
interval, it is automatically approved. If the worker did not follow the HIT’s instruc-
tions or the requester has good reason to believe that the response is fraudulent (e.g., 
incomprehensible language, failure to correctly answer “gold standard” questions), 
the requester may reject the HIT. When a requester rejects a HIT, the worker does 
not receive compensation. Since MTurk uses worker approval rates as proxies for 
reputation, rejection also hurts a worker’s reputation and may prevent that worker 
from completing future HITs that set a reputation threshold.  

    Closing the HIT 

 Finally, once a suffi cient number of responses have been collected, the researcher 
will want to prevent additional workers from completing the HIT, as well as pay the 
workers who have completed it satisfactorily. When she receives either the target 
number of responses or the time limit passes, the HIT is said to have “expired” (i.e., 
it is no longer available for additional workers to complete). 10  Once the HIT is 
expired, one must make sure that all of the workers who completed the task satisfac-
torily have been paid (otherwise they will be paid automatically, regardless of the 
quality of their responses), which can also be done either from the web interface or 
the API. If the work is not satisfactory, requesters have the option of specifying a 
reason for the rejection.    

10   If for some reason the researcher wishes to expire the HIT early, this is possible to do from both 
the web interface and the API. Likewise, HITs can also be extended using either method. 
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    Case Studies 

 In this section, we briefl y describe our own experiences using crowdsourcing in 
research. In particular, we aim to give an informal account of diffi culties we encoun-
tered and how they were addressed. 

    Case Study 1: Assessing Quality on Wikipedia 

 Ed H. Chi 

 In 2007, Aniket Kittur was an intern in my research group at PARC. One day early 
in the internship, we were exploring the question of how to assess the quality of 
Wikipedia articles. A huge debate was raging in the press about the quality of 
Wikipedia as compared with Encyclopedia Britannica articles (Giles,  2005 ). We 
became infatuated with the idea of using the crowd to assess the quality of the work 
of the crowd, and wanted to see if we could use Amazon MTurk to assess the quality 
of every Wikipedia article. 

 We knew that there was some limited ground truth data available on the qual-
ity of the articles from expert Wikipedians. In particular, one Wikipedia project 
systematically vetted a set of criteria for assessing the quality of Wikipedia arti-
cles, including metrics such as whether the articles were well-written, factually 
accurate, and used the required Neutral Point of View (NPOV). The project 
ranked some small set of articles with a letter grade from FA (Featured Article), 
A, GA (Good Article), B, C, and so on. By treating these ratings as ground truth, 
we embarked on a research project to fi nd out if MTurk raters could reproduce 
expert ratings. 

 We asked workers to rate articles on a 7-point Likert scale on established met-
rics such as well-written, factually accurate, and of good quality. We also asked 
workers to give us free-text answers on how the articles could be improved. We 
paid workers $0.05 for each task. Within 2 days we had our data! Fifty-eight users 
made 210 ratings for 15 ratings per article, with a total cost of $10.50. We were 
thrilled! 

 However, the quality of the work was depressing. We obtained only a marginally 
signifi cant correlation between the workers and the expert Wikipedians’ consensus 
ratings ( r  = 0.50,  p  = 0.07). What was worse was that, by examining the rating data 
by hand, we saw that 59 % of the responses from workers appeared to be invalid. 
Forty-nine percent of the users did not enter any good suggestions on how to 
improve the articles, and 31 % of the responses were completed within 1 min, which 
is hardly enough time to actually read the article and form an opinion. What was 
worse was that 8 users appeared to have completed 75 % of the tasks! We felt frus-
trated and disappointed. 
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 We nearly gave up on the crowdsourcing approach at this point. We decided to try one 
more time. But in Experiment 2, we decided to completely change the design of the task:

•    First, we decided that we would signal to the user that we were monitoring the 
results. We did this by asking some simple questions that were easy to answer 
just by glancing at the page. We used questions such as “How many images does 
this article have?” We could easily check these answers post hoc.  

•   Second, we decided to create questions where malicious answers were as hard to 
create as legitimate answers, such as “Provide 4–6 keywords that summarize this 
article.” These questions make it hard for a worker to “fake” reading the article. 
Not only did these questions require some cognitive processing, they also allowed 
us to see the types of tags that users would generate.  

•   Third, we made sure that answering the above questions was somewhat useful to 
completing the main task. That is, knowing how many sections or images the 
article had required the worker to pay some attention to whether the article was 
well-organized, which in turn was useful in making a decision about its quality.  

•   Fourth, we put the verifi able tasks ahead of the main task, so that the workers had 
to perform these steps before assessing the overall quality of the article.    

 To our surprise, the 2nd experiment worked much better, with 124 users provid-
ing 277 ratings for 20 ratings per article. We obtained a signifi cant correlation with 
the Wikipedia ratings this time ( r  = 0.66,  p  = 0.01), and there was a much smaller 
proportion of malicious responses (3 % invalid comments, 7 % <1 min responses). 
Moreover, the time on task improved dramatically (4:06 min instead of 1:30 min)! 
We were happy with this success. More details can be found in our CHI2008 confer-
ence paper (Kittur, Chi, & Suh,  2008 ) (Fig.  2 ).

       Case Study 2: Shepherding the Crowd 

 Steven Dow 

 When I was a postdoc in the HCI Group at Stanford, we started using crowdsourc-
ing to enable our research. When we needed quality and similarity ratings on a set 
of visual designs for our experimental work on prototyping practices, we turned to 

  Fig. 2    Dramatic Improvement in quality of the worker ratings on Wikipedia articles       
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online crowds from Mechanical Turk and oDesk.com (Dow et al.,  2010 ). Through 
these experiences, we realized that platforms like MTurk offered no real opportu-
nity to communicate with workers or to provide feedback that would help them 
improve their work performance. Along with Bjoern Hartmann, Anand Kulkarni, 
and Scott Klemmer, we built a system called Shepherd to understand the effects of 
introducing real-time feedback into a crowdsourcing platform (Dow, Kulkarni, 
Klemmer, & Hartmann,  2012 ). 

 Our goal was to get unskilled crowds to produce better results on complex work. 
While other research efforts take a computational approach to this problem and 
focus on workfl ows that sequence and coordinate small individual contributions 
(Bernstein et al.,  2010 ; Kittur, Smus, Khamkar, & Kraut,  2011 ; Kulkarni, Can, & 
Hartmann,  2012 ; Little, Chilton, Goldman, & Miller,  2010a ), our work on Shepherd 
took a more human-centered stance. If we want crowdsourcing to become a viable 
part of the economy, we cannot be satisfi ed with paying workers $2–3 per hour on 
average. Our work examined how we can make crowd work—and the people doing 
the work—more valuable. 

 It was our belief that we could educate and motivate workers to do more complex 
work through process improvements. In particular, we hypothesized that shepherding 
the crowd—by providing workers meaningful real-time feedback—would lead to 
better work, learning, and perseverance. We built the Shepherd system to inject feed-
back into the crowdsourcing process. In our task, the worker writes a series of reviews 
for products they own. As the reviews start piling in from multiple workers, a 
requester monitors a work dashboard, reviews each piece of work, and fi lls in a feed-
back form. Workers then receive this feedback before they start on their next product 
review. In the feedback form, workers see what they wrote previously, a checklist of 
effective product review strategies, and a Likert rating for the product review. 

 To understand the effects of external feedback on crowdsourcing performance, we 
conducted a between-subjects study with three conditions. Participants in the  None  
condition received no immediate feedback, consistent with most current crowdsourc-
ing practices. Participants in the  Self-assessment  condition judged their own work. 
Participants in the  External  assessment condition received expert feedback. We 
found that  Self-assessment  alone yielded better overall work than the  None  condition 
and helped workers improve over time.  External  assessment also yielded these ben-
efi ts, but it also resulted in more work. Participants who received external assessment 
made more revisions to their original reviews. More details about the experimental 
setup and results can be found in our 2012 CSCW paper (Dow et al.,  2012 ).  

    Case Study 3: Scaling Up Recruitment and Diversity 

 Serge Egelman 

 My research mostly focuses on how humans make decisions concerning privacy and 
security. This means that at least half of my time is spent conducting experiments on 
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people, both in the laboratory and in the fi eld. Prior to being  introduced to crowd-
sourcing, large-scale online surveys were seen as highly laborious. Back when I was 
a graduate student at Carnegie Mellon, many researchers would use dedicated par-
ticipant pools that largely consisted of students and staff. In order to yield more 
diverse demographics, my group generally shied away from these participant lists in 
favor of recruiting participants online. 

 We would post to online forums, such as Craigslist, and ask people to fi ll out our 
surveys in exchange for a raffl e incentive (e.g., we would give away gift cards to 
randomly selected survey respondents). Posting recruitment notices became a full- 
time task. For instance, in the case of Craigslist, I would post to as many different 
cities as possible in order to get a diverse sample. This involved slightly changing 
the wording on the posting for each city to which I posted, since the Craigslist spam 
fi lter would fl ag similar-looking postings from different cities. This also involved 
keeping track of when postings were expiring and needed to be reposted. All this 
effort—2 weeks of graduate student time—generally resulted in about 100–200 
responses per week. 

 Because of the large time investment, it was not feasible to modify experimental 
designs. That is, if our data prompted new questions that could only be addressed 
by adding additional material to a survey, our results could be delayed by several 
weeks. 

 It was not until late 2009 that I read an article comparing both the demographics 
and effi ciency of MTurk workers with survey respondents who had been recruited 
by a market research fi rm (Jakobsson,  2009 ). Jakobsson found similar results 
between the two samples. This, in addition to reading articles by Ipeirotis on the 
demographics of MTurk workers ( 2008 ,  2010a ,  2010b ), led me to investigate 
whether I could use MTurk to recruit a diverse sample of survey respondents in a 
much shorter amount of time than previously possible. 

 In my fi rst experiment, we recruited workers to complete a survey regarding their 
workplace fi le-sharing habits. We offered participants $0.25 to participate, and the 
survey took roughly 10–20 min. We received over 350 legitimate responses in the 
course of 48 h. Even more interestingly, over 95 % of our respondents held white- 
collar jobs and were completing our survey midday. This indicated that they were 
not “professional” experimental subjects…they were instead amusing themselves at 
work, rather than participating solely for the compensation. When contrasting our 
results with previous studies using other recruitment methods, we found that not 
only did crowdsourcing cost much less while enabling quicker recruitment, but the 
number of obvious “cheaters” (i.e., those who submitted nonsensical responses) had 
not increased. 

 Since then, crowdsourcing has become my go-to recruitment mechanism for 
experiments that can be completed online. In addition to surveys, this has also 
included interactive tasks using embedded applets (Egelman et al.,  2010 ), as well as 
workers downloading custom software (Christin et al.,  2011 ). To give another 
example, my colleagues and I used crowdsourcing to study password creation hab-
its by recruiting over 5,000 participants (Komanduri et al.,  2011 ). The cost per par-
ticipant was roughly a dollar, while the quality of the results did not suffer—the 
paper received the honorable mention award at CHI 2011. 
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 Prior to crowdsourcing, the thought that a researcher could recruit over 1,000 
subjects in under a week for under $1,000 was unheard of, but this is the new 
reality.   

    Crowdsourcing Research and Resources 

 Beyond using existing general-purpose crowdsourcing platforms to serve core HCI 
research activities, a growing number of researchers are creating new crowdsourc-
ing platforms—either from scratch or on top of existing general-purpose plat-
forms—to explore novel systems and applications. 

  Crowd-powered software : The Soylent project is perhaps the best-known harbinger 
of using crowds as a fi rst-class entity in a software application. Bernstein et al. 
( 2010 ) created a word processing interface that enables writers to “hire” MTurk 
workers to shorten, proofread, and edit documents on demand. Soylent pioneered a 
 Find-Fix-Verify  pattern to help manage micro-task crowds by splitting tasks into a 
series of generation and review stages. Since this project appeared, a number of 
other crowd-powered systems have emerged including PlateMate, which uses crowd 
workers to perform nutrition analysis from photographs of food (Noronha, Hysen, 
Zhang, & Gajos,  2011 ). 

  Real-time crowdsourcing : One signifi cant thrust by developers of crowd- powered 
systems has been the goal of tapping the abilities of crowds in (near) real-time. For 
example, to help answer everyday questions from visually impaired users, the 
VizWiz application asks the same question of multiple people at the same time 
through crowdsourcing (Bigham et al.,  2010 ). To achieve near real-time response 
rates (just over 2 min on average), VizWiz proactivity recruited and queued workers 
to work on a simple separate task and then pulled them into the VizWiz application 
on an as-needed basis. A number of other real-time crowdsourcing applications 
have since emerged, including Adrenaline, which gets crowd workers to quickly 
fi lter a short video down to the best single photo (Bernstein et al.,  2011 ), and Legion, 
which employs crowds to control UIs, such as a remote control interface for a robot 
(Lasecki, Murray, White, Miller, & Bigham,  2011 ). 

  Complex tasks with constraints : A key characteristic of crowdsourcing is the ability 
to employ people to make small contributions to a larger and more complex prob-
lem. Zhang et al. ( 2012 ) explored the use of crowds for trip itinerary planning, 
where a requester has specifi ed any number of high-level goals and constraints 
(e.g., “at least one fresh local food restaurant”). The researchers created a collabora-
tive planning system called Mobi that allows crowd workers to view the solution 
context and make additional changes based on current problem needs. This approach 
enables requesters to iteratively add, subtract, or re-prioritize goals; workers can 
contribute a small amount or continue working on the list of needs. 
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  Crowd toolkits : Managing crowds can be challenging, especially for complex 
 workfl ows. A number of research efforts focus on creating worker visualizations 
and workfl ow management tools. Kittur et al. ( 2011 ) implemented the CrowdForge 
workfl ow tool based on the MapReduce programming paradigm where tasks are 
partitioned into subproblems, mapped to workers, and then combined back into one 
result. Kulkarni et al. ( 2012 ) took a similar approach with Turkomatic by asking 
workers, “can you fi nish this task in 1 min? If not, please break the task down into 
multiple smaller tasks.” The authors also developed workfl ow visualizations for 
Turkomatic to help requesters better facilitate this process. 

  Crowd-specifi c studies : Other crowdsourcing research focuses on gathering empiri-
cal data about how particular workfl ows and conditions affect the work performance 
and attitudes of crowd workers. For example, Little, Chilton, Goldman, and Miller 
( 2010b ) explored the tradeoffs of iterative and parallel processes for human compu-
tation tasks. They reported that, in general, iteration improves work quality, except 
on more generative tasks like brainstorming, where showing a previous worker's 
ideas may limit the creativity of the next worker. In addition to specifi c workfl ow 
issues, researchers have examined crowd feedback (Dow et al.,  2012 ), social trans-
parency (Stuart, Dabbish, Kiesler, Kinnaird, & Kang,  2012 ), and labor concerns 
(Quinn & Bederson,  2011 ) with respect to crowdsourcing environments.  

    Conclusions 

 Crowdsourcing offers a technique for recruiting lots of people online to perform work, 
which has the potential to change HCI research. By utilizing both paid workers and 
unpaid volunteers, researchers can greatly expand the diversity and reduce the time it 
takes to conduct user studies and large-scale data analysis. While this is a powerful 
method, the technique presents a number of potential pitfalls. This chapter summa-
rizes these common pitfalls and gives examples of how to avoid them. We also included 
a short summary of how to use Amazon’s Mechanical Turk so that researchers can 
quickly get started with this technique. However, this is a relatively new technique that 
continues to evolve rapidly. As such, we expect certain aspects of this chapter to 
become outdated in the future. It is our hope that HCI researchers will use the tips in 
this chapter to further refi ne and expand on this valuable new research method.     
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           A Short Description of the Method 

 The increased availability of inexpensive sensors, tremendous processing  capabilities 
(even in mobile devices), high-bandwidth wireless networks, and vast quantities of 
data storage have made it much more practical to continuously collect streams of 
low-level data about people and their environments. This approach enables researchers 
to compile detailed records of various contextual factors surrounding people’s inter-
actions with their world. Their locations, physiological states, contact with other 
people, situated uses of devices, and other digital traces can potentially be recorded 
and analyzed. Each of these kinds of data can be collected at virtually any frequency, 
with or without participant knowledge or intervention, and for extended periods of 
time. Due to the automated nature of the method, a large number of samples can be 
gathered quickly and with relatively low overhead by the researchers during sessions 
in the fi eld. However, the degree of automation involved in this method requires a 
number of pragmatic and analytic considerations, beginning with careful experimen-
tal design to ensure appropriate sensor design, and including how the study is 
deployed, participant training, privacy safeguards, and data storage requirements. 

      Sensor Data Streams 
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While the large amounts of recorded data captured using this  technique lend 
 themselves to quantitative analysis—for example, counting the frequency, duration, 
or variance of signals within an event stream—analyzing and interpreting the data 
often requires the application of additional qualitative methods.  

    Its History, Intellectual Tradition, Evolution (in Brief) 

 While sensors of various kinds have been used to collect data about people and their 
activities for a long time across a wide variety of scientifi c domains, the combina-
tion of data collection and analysis techniques that we present here primarily 
evolved from various quantitative data collection methods employed within the 
domain of experimental psychology. There is a parallel here with psychological 
research. Psychologists frequently defi ne objective measures for various human or 
group behaviors and develop various technical or nontechnical instruments to col-
lect data to characterize, quantify, or investigate variance in measurable phenomena 
based on a specifi c set of research questions. Similarly, streams of data are a modern 
equivalent frequently employed in the computer and information sciences. In order 
to study people, groups, or environments using streams of data, one or more sensing 
devices are used to automatically collect data on researchers’ behalf. The decreas-
ing cost and increasing availability of powerful computational devices and sensors 
(Weiser,  1991 ) make it possible to bring a wide array of various sensors to bear on 
observing a single phenomenon, environment, or individual. Innovations in data 
fusion, user modeling, and inferencing are then used to aggregate, fi lter, and inter-
pret the data to answer research questions. 

 Automated capture of sensed participants’ behavior also complements in situ 
survey techniques like the  experience sampling method  ( ESM ), pioneered by Larson 
and Csikszentmihalyi ( 1983 ). ESM is also known as  ecological momentary assess-
ment or EMA  (Stone, Shiffman, & DeVries,  1999 ). Like sensor data streams, ESM 
involves collecting data from a participant while they go about their everyday busi-
ness; typically, they are asked to answer a question or complete a very short survey 
when they receive an alarm, alert, or telephone notifi cation. ESM is a sociological 
data collection technique that elicits information about participants’ actions and 
beliefs  as they happen  and  in the context  of everyday activity, overcoming the recall/
recollection limitations of post-interviews or diary studies. Although technology- 
oriented adaptations of ESM (e.g., Consolvo & Walker,  2003 , Intille, Rondoni, 
Kukla, Ancona, & Bao,  2003 ) have been utilized for some time within the ubiqui-
tous computing research community, this approach still relies on active responses 
from research participants during data collection, making the approach less than 
ideal for longitudinal studies or for research in which introduction of interruptions 
(e.g., studies of multitasking) or foregrounding of the research study would infl u-
ence or alter the behavior(s) of interest. Sensor data streams can provide an alterna-
tive, or at least complementary, means of collecting contextually situated data as 
well, but typically through the capture of implicit participant actions or behaviors.  
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    What Questions the Method Can Answer 

 Sensor data stream collection may be used to understand people’s activities, behav-
iors, or practices by instrumenting:

•    a person (Bao & Intille,  2004 ; Choudhury et al.,  2008 ; Choudhury & Pentland, 
 2003 ; Consolvo, Klasnja et al.,  2008 ; Consolvo, McDonald et al.,  2008 ; Liao, 
Patterson, Fox, & Kautz,  2006 ; Marmasse & Schmandt,  2000 ; Olguín & 
Pentland,  2008 ; Olguín et al.,  2009 ; Patterson, Fox, Kautz, & Philipose,  2005 ; 
Patterson, Liao, Fox, & Kautz,  2003 ; Philipose et al.,  2004 ),  

•   an environment, such as an offi ce (Begole & Tang,  2007 ; Fogarty et al.,  2005 ; 
MacIntyre et al.,  2001 ; Mark, Voida, & Cardello,  2012 ), or  

•   the home (Brumitt, Meyers, Krumm, Kern, & Shafer,  2000 ; Cohn, Gupta, 
Froehlich, Larson, & Patel,  2010 ; Cohn, Stuntebeck et al.  2010 ; Froehlich et al., 
 2009 ; Froehlich et al.,  2011 ; Gupta, Reynolds, & Patel,  2010 ; Intille,  2002 ; Intille 
et al.,  2006 ; Kidd et al.,  1999 ; Kientz et al.,  2008 ; Orr & Abowd,  1999 ; Patel, 
Robertson, Kientz, Reynolds, & Abowd,  2007 , Tapia, Intille, & Larson,  2004 ).    

 The resulting streams of sensor data can be used to help answer a wide variety of 
questions about the people instrumented with sensors or occupying the instrumented 
spaces, for example:

•    Where do people travel over the course of a day?  
•   With whom do they normally communicate or collaborate?  
•   What tools or information resources do they use at various points during the day? 

When, where, and with whom?  
•   What routines help to defi ne a “typical” or “atypical” day?  
•   How healthy are a person’s daily behaviors? Is he or she making good health 

choices?    

 HCI researchers often use information gathered in this way to learn about 
 people’s current behaviors—for example, assessing the duration or frequency of an 
established technology’s use throughout the day. The same data can also form a 
baseline in studies of how people’s behaviors change over time, such the changes 
affected by the deployment of a new technology among a representative set of end 
users (e.g., Hutchinson et al.,  2003 ). The ability to make such a comparison is 
important and enables researchers to draw conclusions about the impact of chang-
ing people’s tools or environment. 

 Sensor data often begins as a stream of very fi ne-grained events. These events 
include timestamps and durations that are much more accurate than most human 
observers could possibly record in real time (without having to code a video-taped 
record of the session after the fact). The kinds of actions that can be recognized 
depends greatly on how tightly coupled the action is to a specifi c sensor. For exam-
ple, a pressure sensor on a chair might suggest an individual’s presence in the offi ce, 
but is less defi nitive as an indicator of, say, task focus or interruptibility (after 
Horvitz, Koch, & Apacible,  2004 ; Mark et al.,  2012 ). The more abstract the action 
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or the more the action veers from being physically descriptive to being descriptive 
of intent, the more uncertainty is introduced in the interpretation, even with the 
availability of relevant sensing. Nonetheless, these kinds of data can answer ques-
tions about what people do, relevant stimuli, and physical or social constraints 
[e.g., the frequency with which members of a social group check in on one 
 another’s social network status (Miluzzo et al.,  2008 )]. Currently, inexpensive and 
widely available sensors like accelerometers and barometers can quantify things 
as disparate as motion signatures and changes in air–pressure, providing insight 
into questions about participants’ activity levels, gestures, and other bodily move-
ment. Capacitive, pressure, and acoustic sensors can detect the intensity and num-
ber of physical contacts made between people and objects or among objects. 
Video- and depth-based camera systems can count the number of people or objects 
in a space, their orientation with respect to one another and gestures or motion 
taking place, enabling a range of studies about participants’ interpersonal interac-
tions and proxemics. 

 The low-level data collected by various sensing devices to answer these ques-
tions can be analyzed to determine higher-level behavior such as activity (Bao & 
Intille,  2004 ; Tapia et al.,  2004 ), routing and place-visiting behavior (Patterson 
et al.,  2003 ), gesture performance (Fan et al.,  2012 ; Westyn, Brashear, Atrash, & 
Starner,  2003 ), or communication roles (Wyatt, Choudhury, Bilmes, & Kitts,  2011 ). 
Statistical summaries can then be created which may help with the triangulation of 
other methods around phenomena of interest or to generate predictive models. (See 
  Looking Back: Retrospective Study Methods for HCI    .) 

 Historically, questions of  where ?—that is, questions that demanded location- 
awareness capabilities—were some of the earliest research questions thoroughly 
explored by the ubiquitous computing community. Many projects have been 
extremely successful in answering questions about the locations or places that a 
participant has visited (Abowd et al.,  1997 ; Liao et al.,  2006 , Patel, Truong, & 
Abowd,  2006 , Patterson,  2009 ), other people with whom they have been in close 
proximity (Want, Hopper, Falcão, & Gibbons,  1992 ; Choudhury & Pentland,  2003 ; 
Choudhury et al.,  2008 ), and the participant’s routines and patterns of mobility 
(Consolvo, McDonald et al.,  2008 ; Liao et al.,  2006 ). The level of fi delity of these 
streams of information varies greatly, depending both on the geo-location technol-
ogy being used to collect the data and the level of fi delity at which the data are 
represented and stored; Hightower and Borriello explore many of these consider-
ations in their overview article in  IEEE Computer  ( 2001b ) and Varshavsky and Patel 
provide an updated perspective (Ubiquitous Computing Fundamentals  2009 ). 

    Research Questions with Various Units of Analysis 

 One advantage of using streams of data as a means of understanding people’s activi-
ties and behaviors is that the technique can be used to answer research questions 
across a range of units of analysis. The main trade-off in realizing this analytic 
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fl exibility is that the “right” number, type, and combination of sensor data sources 
used to collect the data do vary based on the specifi c scope of research and the 
research questions that are being asked. 

    Egocentric Sensor Data Streams 

 Sensors focused on monitoring the movements, activities, and interactions of a sin-
gle individual can answer questions at an  egocentric  unit of analysis. Studies that 
collect log data from an individual’s use of a computer, a smartphone, or a different 
piece of technology; measure a person’s physiological state; monitor their move-
ments, location, or interactions using the sensors on a mobile phone; or collect 
information about activity within a private or semiprivate space could all be 
described as  egocentric  in this way. This is a typical study design as derived from 
the experimental and engineering psychology tradition and can be replicated over a 
population sample to look at patterns or trends. Egocentric data streams are often 
used to answer research questions like  How do people allocate their time or atten-
tion ?  How is a person ’ s mental state or mood affected by real - world stimuli ?  How 
do electronic communications or mobile computing interactions affect daily rou-
tines ?  How do people ’ s own understanding or interpretations of their activities , 
 colleagues ,  or environment differ from what a ubiquitous computing application or 
tool is able to automatically sense ?  

    Group-Centric Sensor Data Streams 

 Sensors can also be used to instrument—and answer research questions about—
groups of people at the same time. This  group - centric  approach can involve simply 
capturing the same signals as for a single person, but across a group over the same 
window of time, or it might involve deploying a broader set of environmental or 
infrastructural sensors in a shared/community space or collecting data about more 
interpersonal types of interactions (e.g., sociometer-style data, after Choudhury & 
Pentland,  2003 ). This style of sensor data stream-based research is often utilized for 
understanding research questions about organizational and group dynamics, such as 
 How often do members of this group interact with one another ?  What do these inter-
actions entail ?  How do power relations manifest in different kinds of work environ-
ments or work teams ?  

    Space-Centric Sensor Data Streams 

 Finally, researchers can use streams of sensor data to answer questions about how 
spaces are used, irrespective of their particular inhabitants, given appropriate instru-
mentation of a space. This kind of  space - centric  research is often carried out in 
semipublic or public spaces, such as museums (Hornecker & Nicol,  2012 ; Sparacino, 
 2003 ). A standard approach to  space - centric  sensing is to employ a wide variety of 
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sensors to detect signals from a place of interest. Commonly used devices include 
high information density sensors, such as cameras and microphones, as well as low 
density sensors such as pressure sensitive fl oor tiles (Orr & Abowd,  1999 ), passive 
infrared (PIR) motion detectors, or RFID readers. If an experiment requires a large 
number of sensors to be distributed throughout the environment, special networking 
support (either wired or wireless) may additionally need to be installed in the space 
to move the data from the site of collection to the storage and analysis servers. 
Maximizing these sensors’ area of coverage often necessitates that they be mounted 
on a room’s walls, ceiling, or doors so that the sensors have unobstructed views of a 
wide area; the aesthetic impact of these placements can lead to reduced adoption by 
homeowners or altered behavior on the part of the participants because they are 
reminded that they are being observed. The use of high information density sensors 
in certain spaces often raises concerns about the balance between the value of the 
proposed use of the data stream and impact of the resulting surveillance, particu-
larly in home settings. 

 The alternative, which is low density sensing, includes the use of many simple, 
low-cost sensors, such as motion detectors, pressure mats, break beam sensors, and 
contact switches, to determine activity and movement. The principal advantages of 
the low- density approach are lower bandwidth and processing needs, and poten-
tially reduced privacy concerns. In some cases, limitations imposed by the need to 
take into account participants’ privacy risks can prohibit the use of sensors that 
might be benefi cial for answering specifi c research questions, such as putting cam-
eras in bathrooms. In such a case, low-density sensors may be the only alternative. 
Notable examples of space-centric sensing that were designed for multiple deploy-
ments include Georgia Tech’s Aware Home (Kidd et al.,  1999 ; Kientz et al.,  2008 ) 
and MIT’s House  n  (Intille,  2002 ; Intille et al.,  2006 ; Tapia et al.,  2004 ). 

 Researchers have addressed some of the limitations of  space - centric  research, by 
inventing a technique called “Infrastructure Mediated Sensing” or IMS. IMS 
involves using existing home infrastructure to detect activity within a home (Patel 
et al.,  2007 ; Patel, Reynolds, & Abowd,  2008 ; Froehlich et al.,  2009 ; Gupta et al., 
 2010 ). Electrical, plumbing, and HVAC systems, as well as natural gas piping and 
computer networks, are already widely deployed in much of the world. This exist-
ing infrastructure can be instrumented to sense when the home occupants engage in 
activities that utilize those infrastructures (e.g., monitoring the fl ow of electricity 
throughout a home to detect when individual appliances are being used). In addi-
tion, those infrastructures can be used to communicate the detection signals through 
a home. This approach reduces the need for researchers to install many sensors 
throughout a space, and enables researchers to answer questions like  How are the 
occupants of a home spending their time throughout the day and night ?  Is a senior 
adult living by herself continuing to maintain healthy levels of physical activity ? 
 What is the impact of ambient feedback promoting environmental awareness on 
cooking ,  cleaning ,  and hygiene activities within different types of families ? 

 There is a parallel between the ways that researchers use IMS to conduct 
 infrastructure-based sensing with the ways that egocentric sensing is carried out 
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using smartphones. In both cases, researchers have piggybacked sensing onto 
 infrastructures that were already deployed but that were not originally meant for 
data collection. In a hybrid example, Isaacman and colleagues ( 2012 ) developed a 
technique that bridged between egocentric data streams and IMS by using cell 
phone billing records to analyze large-scale commuting patterns. 

 The attractiveness of IMS is that millions of locations and people, in effect, have 
been instrumented by highly refi ned and well-understood technologies. Additionally, 
this instrumentation occurs across a wide (but not exhaustive) variety of places and 
people. The amount of additional effort that must be done to leverage these infra-
structures, however, varies greatly. Newer approaches, such as IMS, require more 
effort than location-based services, for example. Depending on the effort required to 
enable data collection through these infrastructures, these techniques can enable 
scaling that would not be possible with traditional sensor deployment approaches.    

    What Data Are Captured by Sensor Data Streams 

 Sensor data streams are similar to other kinds of approaches that are commonly 
used to capture and analyze user behavior, but are distinguished by their source (the 
physical world) and their level of interpretive fi delity. Sensor data streams are time- 
stamped data that fl ow from the physical environment surrounding and permeating 
user interactions. The range of sensors that might be employed in these kinds of 
studies are virtually limitless; sensing toolkits often facilitate data collection using 
a variety electrical switches, motion sensors, pressure sensors, voltmeters, photom-
eters, thermometers, moisture sensors, proximity sensors, RFID tags and beacons, 
microphones, or cameras (e.g., Greenberg & Fitchett,  2001 ; Villar, Scott, & Hodges, 
 2011 ). New sensors are continually being developed and incorporated into con-
sumer devices and research-oriented toolkits all the time. 

 Data streams might also come from log fi les or usage statistics from instrumented 
user interfaces (see also   Looking Back: Retrospective Study Methods for HCI    ). 
These logs can be thought of as “virtual sensor” data streams, as these data  are  
being collected in situ during an interaction but are the result of observations of the 
 digital  world as opposed to the physical world. Another source of “virtual sensor” 
data streams can come from the nonautomated human observation of interactions in 
which time stamped annotations of events are also produced—albeit with consider-
ably more overhead and somewhat less precision (e.g., Mark et al.,  2012 ). This 
approach can include observations of recorded audio or video data and differs from 
sensor data streams in that the quantity of information is typically much smaller, 
although the kinds of data collected can be much richer. For example, a log fi le 
analysis might present a user clicking a mouse on a “save” button as a “virtual sen-
sor” event. A human observer might record very similar data from a video recording 
by annotating that the person “saved a document” at a particular moment in the 
video. A typical sensor data stream, however, would record the sound of a mouse 
click, some evidence that the person and the computer were collocated and perhaps 
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some fl uctuation in the power used by the computer at the same time. The  boundaries 
between log fi le analysis, human observation, and sensor data stream-based data 
collection are not clearly delineated, however, and many of the same data storage, 
processing, and analytic techniques could be used to make sense of the information 
gathered using any of these data sources without much diffi culty. Clearly, these data 
sources could strongly reinforce and inform one another, as well. 

 This style of quantitative data collection and analysis to understand human activ-
ity has been utilized within the HCI community for some time, most commonly in 
the analysis of software interactions by treating existing data logging capabilities as 
virtual sensors or by explicitly adding the ability to log new events, such as those 
that occur in desktop computing systems (Brdiczka, Su, & Begole,  2010 ; Hutchings, 
Smith, Meyers, Czerwinski, & Robertson,  2004 ; Kaptelinin,  2003 ; MacIntyre et al., 
 2001 ; Nair, Voida, & Mynatt,  2005 ; Stumpf et al.,  2005 ), in awareness and social 
networking tools (Begole, Tang, Smith, & Yankelovich,  2002 ; Monibi & Patterson, 
 2009 ; Patterson, Ding, Kaufman, Liu, & Zaldivar,  2009 ; Tang & Patterson,  2010 ), 
or on the World Wide Web (e.g., Perkowitz, Philipose, Fishkin, & Patterson,  2004 ). 

 It is often helpful to augment automatically collected physical and virtual sensor 
data streams with other data collection techniques. This can be done to measure 
phenomena that span both the physical and virtual worlds, such as workplace inter-
ruptions (Bailey & Iqbal,  2008 ; Bailey & Konstan,  2006 ; Bailey, Konstan, & Carlis, 
 2001 ; Horvitz et al.,  2004 ). It can also be done to provide clearly indexed points in 
the mountains of collected data that can be used for subsequent qualitative inter-
views, somewhat reducing the burden on an interviewee of recalling what was hap-
pening as the data was being collected (see Chapter on   Looking Back: Retrospective 
Study Methods for HCI    ). 

 For the balance of this chapter, we will focus on the use of physical sensors as a 
way of studying people and their behaviors. While many of the techniques that we 
discuss generalize to the user of virtual sensors or log analysis to a greater or lesser 
extent, we refer the readers to other chapters in this volume for a more in-depth 
treatment of these specifi c topics. 

    Sensor Data Streams and Context-Aware Computing 

 The use of data streams as a research method also shares a number of similarities 
with  context - aware computing  research efforts, including the data sources and ana-
lytic techniques. While a complete overview of context-aware computing is beyond 
the scope of this chapter, several good surveys have been published, including 
Baldauf, Dustdar, and Rosenberg ( 2007 ); Bolchini and colleagues ( 2007 ); and Hong, 
Suh, and Kim ( 2009 ). Generally speaking, context-aware computing is a form of 
interactive computing in which a user’s implicit behavior—that is, their location, 
their physical activity, or their interactions with other people—or the environment in 
which a system is being used can both serve as alternative or auxiliary inputs to the 
system (Dey & Abowd,  2001 ; Salber et al.,  1999 ). The central differences between 
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collecting sensor data streams to understand user behavior and leveraging streams of 
data as inputs for a context- aware computing system are as follows:

•    the research goals (studying user behaviors versus developing interactive 
systems),  

•   when the collected data are processed and analyzed (as part of the analysis versus 
in real time), and  

•   whether the supporting technologies are primarily intended to  generate  a user 
model versus  predict  user behavior based on a preexisting model.    

 Generally, when collecting sensor data streams, there are no real-time processing 
or inference-generating requirements—such processing can usually be handled 
offl ine once collection is complete. This decouples the analytic concerns from data 
collection, relaxing constraints that are often imposed on most context-aware com-
puting systems. In context-aware computing, data collection and analysis often 
need to be tightly coupled so that the results of the data stream analysis are available 
as soon as possible following the physical interactions that generated them. 
Interactive systems require that researchers minimize latency in analyzing sensed 
data, which often necessitates aggressive data pruning, matching against coarse, 
preexisting user models, or the use of heuristic approximations; data collection for 
understanding users does not necessarily need to pursue these kinds of optimiza-
tions. Even given this distinction, many of the inferencing techniques that have been 
developed within the ubiquitous computing and context-aware computing research 
communities may still be of interest to researchers who are more interested in using 
streams of data to learn about their participants, their actions, and their surround-
ings, since they represent a useful set of tools for transforming raw data into higher- 
level constructs.   

    Limitations of the Approach 

 While sensor data streams are useful for gathering large volumes of continuous, 
high-fi delity data about the way that people behave and interact in the real world, 
there are a number of important considerations and limitations associated with cap-
turing, processing, storing, and analyzing sensor data streams: 

 The primary weakness of using streams of sensor data as a technique for learning 
about participants is that  sensor data generally does a poor job of answering 
questions of   why  things have happened in the real world. This limitation goes above 
and beyond the self-evident challenges in detecting  what  is happening, since a sin-
gle sensor reading can often be interpreted in many different ways. Even accurately 
sensed participant actions (or interactions or contexts) can only record the physical 
impact of what happened; these kinds of readings provide little insight about the 
intention behind the actions or the broader aims, goals, or internal, mental states of 
a participant. One way that this limitation can be minimized is by  triangulation  or 
 data fusion , that is, combining many data streams and methodologies together. 
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 The  phenomena to be measured or observed must be well understood  at the 
outset of the study, and an appropriate sensor or sensors must be acquired (or, in 
many cases, built from scratch) and then deployed to capture the “right” set of data 
to measure or observe those phenomena. Even with a well-designed sensor deploy-
ment, additional techniques may be required to automatically process the raw data 
so that the phenomena of interest can be isolated, contextualized, and measured. 
This gap between what can be captured in a sensor data stream and what actually 
took place in the real world may necessitate a probabilistic interpretation of whether 
or not an event has occurred and may impact the knowledge generated (e.g., under-
standing whether or not a gap in logged computer activity is due to an external inter-
ruption or simply because a participant is rereading a prompt or looking for additional 
information). Because the data collection instruments (the sensors) are such an inte-
gral part of the research design, when using this approach, it is often more diffi cult 
to make changes to a sensor-based data collection protocol than it is for a corre-
sponding, human-administered study (e.g., fi elding interviews or surveys). 

  Sensors  (and their associated processing and recording technologies)  have limi-
tations in the quality of data they can collect  during a study. They can sometimes 
be expensive (limiting the amount of sensing redundancy that can be employed), are 
sometimes unreliable, are often prone to generating noisy output, and are often 
limited in the scope and range of actions they can record. Sensor-based research 
protocols should employ a combination or suite of sensing technologies to balance 
these drawbacks; however, this does increase the overhead of setting up, storing, 
maintaining and analyzing the data that are produced, in addition to the design and 
implementation work necessary when sensors need to be created or modifi ed. 
However, one of the central tenets of using sensor data streams to conduct user 
research is that the results of a sensor data stream study can be no better than the 
sensed data. 

 If the goal is to capture  everyday  activity or behavior,  care must be taken to 
select sensors that can effectively capture the right kind of data at the right 
fi delity and minimize intrusiveness and discomfort  for the study participants. 
Creating a study design that requires participants to dramatize, enlarge, or vary 
behaviors that are part of their normal routine in order to detect the activity with 
suffi cient accuracy (e.g., walking through a particular area of a room to indicate 
presence) undermines the ecological validity gained by using this method. 
Furthermore, there is a balance to be struck between collecting data unobtrusively 
and collecting data without a participant’s awareness or consent. Care must be taken 
to clearly communicate at least a high-level overview of the sensors’ data collection 
capabilities to participants and to be up front about  what  data are being collected; 
 when  or  how often  they are collected;  how  they will be stored, shared with research-
ers, and analyzed;  whether data can be excluded or removed  from the study; and 
 what confi dentiality or anonymity protections  will be in place to minimize risk to 
participants’ privacy. 

  Many sensing technologies will produce very large streams of  (typically low-
level)  data  over the course of a moderate-length deployment. Although this can be 
a useful characteristic of this style of research in that it quickly produces a large 
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corpus of data, managing these large data sets can be challenging. Transporting the 
data across networks can take signifi cant battery power and time and can expose the 
data to privacy threats. Streams of sensor data may need to be aggressively fi ltered, 
aggregated, and timestamp-synchronized before any signifi cant analysis of the out-
put can be carried out. 

  Sensors also introduce a level of technical complexity  to a research project 
that is not always present when other methodologies are used. These kinds of 
 studies often require a moderate level of technical expertise in order to select 
appropriate sensors; to confi gure their recording frequency, fi delity, and output 
representations; to manage data storage, either locally to the sensor or on a network- 
connected server; to provide technical support when sensors or recording media 
inevitably fail; to parse or convert the recorded data into a format suitable for 
analysis; to protect the data from inadvertent release; and, ultimately, to analyze 
the results.  

    How to Do It: What Constitutes Good Work 

 Several steps are necessary for designing a sensor data stream collection study to 
ensure that it will effectively answer the desired research question(s). Issues specifi -
cally related to data sensor streams include:

•    Generating the research questions and planning how to analyze the data streams  
•   Building, acquiring, or provisioning the sensors  
•   Determining how frequently and at what level of fi delity to collect data samples  
•   Installing the sensors  
•   Storing the data representation  
•   Making sense of the collected corpus of data    

 At each of these steps, researchers must make specifi c decisions about their 
research design, based on the kinds of research questions that they wish to answer 
and the limitations inherent in using automated systems to conduct data collection. 

    Generating the Research Questions and Identifying 
the Data to Collect 

 Research based on sensor data streams shares many characteristics with other kinds 
of in situ empirical studies. Depending on the research questions that the study is 
designed to answer, which unit of analysis (egocentric, group-centric, or space- 
centric) is chosen, the recording capabilities of the specifi c sensor devices used, and 
the frequency and fi delity at which samples are collected, there may be more or less 
signifi cant risks to participants’ privacy and concerns raised about the intrusiveness 
of the research. 
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 One major difference between data collection by sensor versus in-person 
 observation or “shadowing” is that with a human observer, regardless of their skill 
level or subtlety, it is almost always obvious to the study participants when they are 
being observed and (roughly) how much detail can be perceived about their activi-
ties by the researcher. With sensors, particularly ones that are small in size, worn for 
long periods of time, or “invisibly” embedded into a space or its supporting infra-
structure, it is very possible for both consented participants and incidental passers-
by to have their actions recorded without their knowledge. Having sensors 
“disappear” into the background does have some advantages in terms of reducing 
the chance of collecting data that are distorted or amplifi ed as part of an intentional 
or unintentional performance for the researchers by the study participants. However, 
there are also very real ethical issues with capturing data from participants without 
their knowledge. 

 As with any other observational study, it is essential to be up front with partici-
pants about the scope, duration, frequency, and fi delity of the data that will be cap-
tured during the study. It might be advisable to have sample data sets available to 
share with the participants during solicitation of informed consent, so that partici-
pants will have a grounded sense about what the researchers will be able to “see.” It 
may also be advantageous to provide participants some mechanism for revoking 
their consent to be recorded—for example, a button that will suspend data collection 
for some period of time or delete the data collected by the sensor for some number 
of minutes immediately preceding the button press. 

 Many institutional review boards have guidelines about getting participants’ 
informed consent when automated sensing or recording devices are used for research 
purposes. Learning what expectations your institution has for carrying out this style 
of research at the outset of the study design can be an invaluable asset and prevent 
administrative delays later in the process of data collection and analysis (see also 
Chapter on   Research and Ethics in HCI    ).  

    Building, Selecting and Acquiring, or Provisioning Sensors 

 Selecting the data sensor(s) used to acquire the data can be a function of cost, avail-
ability, technological capability, intrusiveness, or methodological needs. Good 
research requires that researchers either choose a sensor(s) that can reliably and 
accurately sense the desired phenomena or they must construct (and validate) their 
own custom sensor for this purpose. Broadly speaking, there are two categories of 
sensors that can be used in this type of research: sensors that are worn or carried by 
the participants, and sensors that are deployed in a particular space and record the 
activities of that space’s occupants    (Figs.  1  and  2 )   .

    The downside in instrumenting a space, as opposed to instrumenting a partici-
pant, is that data can only be collected within the instrumented environment. When 
the research questions require egocentric data collection, wearable sensors might be 
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  Fig. 1    A pair of sensors that 
are worn/carried to collect 
data about a person’s stress 
level throughout the day. The 
smartphone captures audio of 
a person’s voice to look for 
indications of increased stress 
levels; the wristwatch-style 
sensor is a commercial 
electrodermal analysis device 
used to identify episodes of 
stress and arousal based on 
variations in a person’s skin 
conductivity (Poh, Swenson, 
& Picard,  2010 )       

  Fig. 2    Examples of sensors that have been deployed in physical spaces to collect data about the 
spaces’ occupants. ( a ) and ( c ), two different versions of an infrastructure-based system for identi-
fying activities related to water use in a home. ( b ), Sensing suites that collect data about multitask-
ing activity in an offi ce, including interruptions at the door, activity with physical artifacts on a 
desk, use of the telephone, and presence of a person (and their posture) seated in the offi ce chair       
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required in order to collect data samples over the full range of activities, behaviors, 
and interactions that a person experiences throughout a day (e.g., at home, in the car, 
at the café, and at work), regardless of the other drawbacks to this approach. 

 Some technologies collect data more effectively in some environments than in 
others, so another consideration in the selection or design of sensing technologies 
are the contexts in which data collection is envisioned to take place. For example, 
GPS can provide good outdoor positioning information in open areas, but becomes 
much less useful when location is needed in situations with no power, in “urban 
canyons,” indoors, or when outdoor episodes are too short to acquire satellite lock. 
In these situations, it might be more appropriate to utilize alternate positioning tech-
nologies (e.g., Wi-Fi or Bluetooth signal strength triangulation, deployment of 
infrared or ultrasonic location beacons) in order to capture desired movement or 
location information (Hightower & Borriello,  2001a ; Hightower & Borriello, 
 2001b ). In some cases, context-aware computing middleware exists that can select 
from the best data source given the sensor hardware limitations and current condi-
tions. Intel’s Place Lab is one such platform that was developed for capturing loca-
tion information (LaMarca et al.,  2005 ); more recently, this kind of location-sensing 
data fusion functionality has been integrated into mobile computing operating sys-
tems, including Google’s Android and Apple’s iOS. 

 The degree of intrusiveness of the sensing devices can also have a substantive 
effect on the success of the study or the comfort level of the participants (Klasnja, 
Consolvo, Choudhury, Beckwith, & Hightower,  2009 ). Some physiological sensors 
(e.g., heart rate monitors, galvanic skin response meters, pupil dilation detectors) 
can be uncomfortable for participants to wear for extended periods of time, or they 
may make it more diffi cult for the participants to carry out their everyday tasks due 
to physical limitations or social concerns. On the other hand, installation of a few, 
relatively “invisible” sensors in the participants’ home or work environments, such 
as the kinds of infrastructure-mediated sensing developed by Patel and colleagues 
(Cohn, Gupta et al.,  2010 ; Cohn, Stuntebeck et al.  2010 ; Froehlich et al.,  2009 ; 
Froehlich et al.,  2011 ; Gupta et al.,  2010 ; Patel et al.,  2008 , Patel et al.,  2007 ) or the 
pervasive sensors used in the MIT House  n  project (Tapia et al.,  2004 ), can help to 
improve the ecological validity of the study, as the sensors’ presence is less likely to 
infl uence or affect the participants’ behavior.  

    Determining How Frequently and at What Level of Fidelity 
to Collect Data Samples 

 Once sensors have been acquired, constructed, or provisioned, there are a number of 
key considerations about how those sensors are confi gured to collect data during a 
study, namely how a balance is maintained between the sampling rate of the data 
streams and storage/bandwidth, processing, and power requirements. These 
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concerns are pushed to the forefront when using sensors incorporated into platforms 
like mobile phones. Aggressive sensing can:

•    quickly exhaust the phones’ limited on-board storage;  
•   lead to excessive data plan usage if the collected data is continuously transmitted 

to a server via the phone’s cellular radios; and  
•   exhaust the phone’s battery rapidly, leading to a loss of potential data and annoy-

ance for an participant who expects to be able to use to phone for other purposes 
throughout the day.    

 The question of how much detail is captured by a sensor is bound up in the 
notions of data collection fi delity. In many cases, a sensor may be able to collect 
very accurate readings at very fast sampling rates, but this may lead to the collection 
of more data than is desired or necessary, given a particular research question(s). 
Usually, it is possible to generalize, abstract, or blur the data to reduce the process-
ing and storage requirements or to protect the privacy of participants while still 
achieving a study’s goals. Protecting participants’ privacy may require a more 
nuanced evaluation, however, as behaviors may be able to be completely recon-
structed even from low-fi delity data. Even if data collection with reduced fi delity is 
utilized, participants may be uncomfortable because they know that the sensor  can  
collect higher fi delity data and researchers’ assurances that this is not being done 
may be met with skepticism. This can be the case, for example, if video cameras are 
deployed as surrogates for motion detectors. These issues may create a negative 
reaction to being a subject of surveillance (Klasnja et al.,  2009 ) and impact the natu-
ralistic collection of data. Choudhury and colleagues explicitly discuss this tradeoff 
with regard to their collection of audio data for analysis of speech prosody using 
their  sociometric badges  ( 2003 ), a device worn around the neck to automatically 
activity—specifi cally, face-to-face conversations—during the work day. 

 Furthermore, a single unit of contextual data can have multiple interpretations, 
and the researchers’ choice of which interpretation is modeled can have a signifi cant 
impact on how participants perceive their privacy to be protected, as well as the kinds 
of analyses that can be carried out with the data. Location data, for example, can be 
represented in multiple possible ways (Liao et al.,  2006 ): it could be represented as 
a latitude/longitude/altitude tuple, it could be represented as a geo-located address 
(e.g., “Donald Bren Hall”), it could be represented as being inside or outside of a 
particular municipal locality (e.g., “in the city of Irvine” or “on the UC Irvine cam-
pus”), or it could be represented as a semantically defi ned location (e.g., “at work”). 
Fine-grained location data can provide valuable insights about a participant’s behav-
ior, including their daily routines, paths of travel, or whether or not they cross paths 
with or are close enough to communicate with other individuals. But these data 
might also serve to identify an individual participant when analyzed or presented. 
The data may also reveal details about a person’s activities that the participant would 
rather not—or does not intend to—disclose. Hightower and colleagues provide a 
good introduction to this problem (Hightower,  2003 ), and some data about user con-
cerns in this regard has been collected, as well (Patterson et al.,  2008 ). 
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 Generally, however, the problem of interpreting contextual data applies to many 
different domains, including activity recognition, gesture recognition, etc. One solu-
tion that has been developed to navigate these concerns is to vary the fi delity of data 
collection based on input from other sensors. For example, by only collecting GPS 
location readings in an egocentric study when accelerometer readings indicate partici-
pant motion, the amount of data collected can be reduced with little to no impact and 
battery life can be extended. Another common solution is to save data on smartphones 
until a participant is near a Wi-Fi access point at which point the data is transferred to 
a storage server. This eliminates the need to use expensive and battery draining cel-
lular connections, and provided there is suffi cient on board storage to hold data 
between participants’ encounters with Wi-Fi, has little impact on the data collection.  

    Installing the Sensors 

 The number of sensors required for coverage of a large space presents an inherent 
complexity hurdle. Installation and maintenance of (typically) tens of sensors in a 
home, or hundreds to thousands of sensors in a larger building such as a hotel, hos-
pital, or assisted-living facility, results in high labor costs during installation, and an 
ongoing sensor network management challenge during routine operation. 
Furthermore, these sensors will require some type of power source, such as batter-
ies, which create an additional maintenance schedule and costs. It is also diffi cult to 
balance the value of in-home sensing and the complexity of the sensing infrastruc-
ture. One example that illustrates this is the Digital Family Portrait (Mynatt, Rowan, 
Craighill, & Jacobs,  2001 ; Rowan & Mynatt,  2005 ), which communicates activity 
information from an elderly person’s home to a remote caregiver. In the system’s 
study, movement data was gathered from a collection of strain sensors attached to 
the underside of the fi rst fl oor of an elder’s home. The installation of these sensors 
was diffi cult, time-consuming, and required direct access to the underside of the 
fl oor. Though the value of the application was proven, the sensors’ complexity lim-
ited the number of homes in which the system could be easily deployed. If the value 
of the proposed sensor deployment is not clear in advance, a Wizard-of-Oz method 
(Dahlbäck, Jönsson, & Ahrenberg,  1993 ) can be used to mitigate the deployment 
risk. This approach tests the outcome of a perfect sensor system by using a researcher 
to simulate the sensing infrastructure—that is, to visit the fi eld site in person and 
manually record data of a corresponding type and level of fi delity as would be 
expected from an automated sensor. If the results are promising, then actual sensor 
deployments can proceed in earnest.  

    Storing the Collected Data 

 One of the more pragmatic concerns about conducting a study using streams of data 
are decisions about how—and where—the collected streams are stored between the 
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time at which they are collected and when they are aggregated and analyzed by the 
research team. The options available to researchers here are often directly impacted 
by the decisions made about how frequently and at what level of fi delity data 
are collected. 

 The two most common options for capturing a data stream are (1) to record the 
sequence of observed events on a device connected to (or nearby) the sensor data 
source and to collect a copy of the stream at various points of time during and/or at 
the conclusion of the study or (2) to continually transmit collected data back to a 
central server via a network connection. Both of these options have pros and cons 
that must be considered. Although creating a local cache of study data is often more 
technically straightforward, this approach can be problematic when large volumes 
of data (e.g., video or audio) need to be stored, and relying on multiple storage 
media to capture study data can increase the complexity of data collection. 
Transmitting data to a research fi leserver that is connected to the Internet can make 
it easier for researchers to monitor the volume of data in the stream, dynamically 
add storage capacity, and maintain continuous backups of the collected data. 
However, this approach requires that each of the sensors be able to connect to the 
network and necessitates additional technical support to ensure that gaps in con-
nectivity do not result in skipped data and that participants’ data are reasonably 
secured while in transit. This technique also requires that researchers consider 
whether/when data might be aggregated, fi ltered, or pruned to protect participants’ 
privacy, to weigh demands on sensors’ batteries, and to think about whether data 
transmission costs might come into play (e.g., if large volumes of data need to be 
uploaded over a cellular data connection). 

 Given the falling cost and rising capacity of digital storage, as well as the 
increased processing capabilities of tiny mobile computing devices, storing as much 
data as possible at the point of sensing (e.g., on a smartphone) would, in many cases, 
be benefi cial to researchers. However, this is not the only option. Especially when 
using a large number or wide variety of sensor data sources, aggregating data from 
multiple sources into a single “stream” at the time of collection can dramatically 
simplify the subsequent analysis. Creating a single event stream eliminates (or at 
least minimizes) the overhead involved in temporally synchronizing observations 
from different sources. (Synchronization can also be accomplished by planting vari-
ous markers in the data, similar to the way that a movie production clapboard leaves 
a visual trace in the fi lm and an audible sound in the audio recording. However, 
these independent data streams still need to be aligned using these markers before 
they can be manipulated; this process can be signifi cantly burdensome when many 
streams need to be synchronized.)  

    Making Sense of the Collected Corpus of Data 

 Researchers can conduct various post hoc analyses of data streams using standard 
statistical software packages. A common example would be comparing the 
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frequency or distribution of sensed events under different conditions, revealing 
 correlations between these conditions and the observed behaviors. However, due to 
the volume of sensor data that are collected by automated systems and the noise 
inherent in sensor data sources, it is often more valuable to use machine-learning 
techniques to classify sensor data into higher-level representations of participants’ 
behaviors or to perform hypothesis testing. Examples of such classifi cation include 
identifying when particular events occurred, classifying the mood of participants at 
any given time, or fi guring out where a participant is. Some of the machine-learning 
techniques that are valuable for making sense of sensor data streams include data 
fi ltering and smoothing [e.g., particle or Kalman fi ltering (Krumm,  2010 )], activity 
detection (Philipose et al.,  2004 ), and sensor fusion [e.g., using Hidden Markov 
Models (Patterson et al.,  2005 ), naïve or dynamic Bayesian Networks (   Fox, 
Hightower, Kautz, Liao, & Patterson,  2003 ), or time series data analysis (Liao, 
Patterson, Fox, & Kautz,  2007 )]. 

 Oftentimes, the fi rst step in analyzing the data collected during a sensor data 
stream study is to classify the data stream into segments or to identify particular 
events in the data (a special case of classifi cation). This would be true of activity 
recognition and gesture recognition studies, for example. These classifi cations, in 
turn, may become the focus of analysis by conducting studies of their frequency or 
purpose. In the case of context-aware computing, they may serve as input to another 
system component, for example, presenting search results or map directions fi ltered 
by the user’s location. In either case, it is important to carefully evaluate the classi-
fi cation algorithm based on machine learning techniques before advocating its 
broader use. 

    User Modeling and Event Detection 

 The fi rst step in making sense of streams of sensor data is to clearly identify which 
data will serve as inputs to the classifi er. This is equivalent to identifying the depen-
dent variables or the “features” of a machine-learning task. Then, it is necessary to 
establish the classifi cation categories or, alternatively, the metric(s) that is going 
to be detected; these become the independent variables or output of the classifi er. 
A classifi cation task would be one in which a reading of dependent variables is 
mapped to one of  N  categories (e.g., mapping accelerometer readings on a smart-
phone to one of {sitting, standing, lying down}). A continuous variant of classifi ca-
tion, regression, would map the reading to a real-valued metric (e.g., mapping a skin 
galvanic response sensor and a heart rate monitor to a number from −1.0 to 1.0, 
representing emotional valence). 

 If the researcher has access to several (and, hopefully, many) examples of 
 validated, true mappings from dependent variables to the independent variable—
sometimes called a “gold standard”—then it is possible to use supervised machine 
learning to construct a classifi er. In this case, the mapped values form a training set 
from which a classifi er can be automatically trained. If the researcher does not have 
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any examples from which to train a classifi er, unsupervised machine learning, or 
clustering, is an option. 

 In both cases, it is important that the researcher consider how the training data 
generalizes, and if that is the right generalization for the study. For example, a ges-
ture classifi er that is trained on one person’s gold standard data should do a good job 
identifying gestures in un-annotated data from the same person. However, because 
the training data only came from one person, it may not work well when applied to 
a different person’s unannotated data. This would be true if gesture performance 
varied greatly among people even for the same gesture. Another example of when 
generalization might fail is if accelerometer data collected from one type of hard-
ware is used to train a classifi er. That classifi er may be ineffective if it is given unan-
notated data from different hardware as an input. This would be true if due to 
calibration, sensitivity or something else, different devices produced different read-
ings for the same phenomenon. A closely related research concern is to be sure that 
the classifi er is being trained on data that is generated by the correct phenomena; 
although this may seem obvious, this principle can be violated in subtle ways. For 
example, if a person-tracking application is trained to classify motion detector acti-
vation as being indicative of a person’s presence in a particular room, this classifi er 
will not result in correct behavior if the training data contains examples of motion 
detector activation that was caused, instead, by the family pet. 

 Unfortunately, gold-standard data is often available in limited quantities; it is 
time-consuming and can be expensive to capture and accurately label sensor data 
streams, especially across a diverse or distributed population. Nonetheless, the goal 
of user modeling is to create an algorithm that can both be shown to classify the 
available gold-standard data correctly and that will work just as well with real-world 
sensor data. One problem that can arise in user modeling is known as “overfi tting.” 
That is, it is possible to create or tune a classifi er that works very well on the gold- 
standard data, but will not work for as-yet-unseen data. Overfi tting is typically 
addressed through a process of cross-validation, described below.  

    Validating User Models 

 Cross-validation refers to the process of evaluating a classifi er by dividing a single 
set of gold-standard data into a number of subsets and then using different permuta-
tions of these subsets as training and testing data across a set of validation experi-
ments. Each permutation is called a “fold” and corresponds to a single sample 
experiment; multiple experiments are carried out, with the number of experiments 
matching the number of folds used. The folds are often created to exhaustively 
cover all available annotated data— testing each data point one time as part of the 
process and using it as training data the rest of the time. An example would be ten-
fold cross-validation. In tenfold cross-validation, the gold-standard data is divided 
into ten subsets of equal size. A total of ten experiments are run, such that in any one 
experiment, nine of the subsets are used to train the classifi er. Once the training 
phase is complete, the tenth, “held- out” subset is classifi ed, but with the preexisting 
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annotations on this part of the data hidden from the classifi er. Finally, the annotations 
that are computed by the  classifi er for the training subset are compared to the actual, 
hidden annotations, providing a way to assess the degree to which the classifi er was 
correct. Typically, the ten experiments will produce accuracy metrics, which can 
then be statistically analyzed for mean, variance, etc. 

 Generally speaking, it is possible to choose any number of folds from two 
through the number of data samples that have been collected. Broadly speaking, this 
is referred to as “ n -fold” cross-validation. Regardless of the value of  n  that is  chosen, 
each data sample is only tested (classifi ed) once. A special case is “Leave One Out 
Cross Validation” (LOOCV). This is when  n  is chosen to be equal to the number of 
data samples,  N . This requires the most computational power, as the classifi er must 
be learned  N  times, and this process of training the classifi er is typically far more 
computationally intensive than testing. Many software frameworks exist to auto-
mate the process of creating and testing using cross-fold validation, including the 
popular WEKA machine learning toolkit (Hall et al.,  2009 ). 

 When using  n -fold cross-validation to train and test classifi er, it is important that 
no information “leaks” from the training set to the testing set during cross- validation; 
that is, that samples assigned to the training set are selected to be as independent as 
possible from the samples used for training. Even information leaks that appear to 
be very minor can create impressively accurate classifi ers, which would completely 
fail during a real application of the same technique. How might such a subtle leak 
occur during experimentation? One example would be if sensor readings (e.g., tem-
perature readings from an instrumented apartment space) were collected and stored 
as a difference from a running average of all previously collected data points. In this 
case, independence is broken; when the gold standard is separated into  n  folds, any 
given testing fold will be related to the training fold through the common mean 
implicitly used to encode the data. In this way, the training data “knows” something 
about the data to be tested. One way to solve this problem is to carefully consider 
the representations that are to be used for stored sensor data and to separate raw data 
samples into folds for cross-validation  before  calculating any aggregate statistics 
across the fold or subsets of the fold. 

 Some special cases require separating the data in unique ways in order to enforce 
the right kinds of independence. For example, in a gesture recognition problem, the 
most appropriate way to create folds might be one in which samples collected from 
different individuals are placed in their own fold. While this may create folds that 
vary in the number of samples that they contain, it will ensure that the classifi er is 
learning gestures that will generalize to unseen  people  instead of to unseen samples 
from known people. This would help to support a claim that this technique would 
ultimately work when applied to a person for whom training has not been individu-
ally conducted. Another special case relates to the temporal nature of data streams: 
a sample collected from a sensor at a particular point in time is often explicitly or 
implicitly related to the samples collected just before or after. As a result, separating 
data into folds where the testing samples have a consistent temporal relationship to 
the samples in one or more folds might produce abnormally good results. Perhaps, 
in this case, creating folds based on day is more appropriate, or perhaps creating 
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training sets of the last hour’s worth of data applied to the next data sample would 
be more appropriate. Analysis tools like WEKA offer a variety of capabilities for 
partitioning a data set into folds based on various criteria and can be particularly 
helpful when taking advantage of these techniques. 

 The nature of cross-validation assumes that all data is available for use in an 
offl ine context in which it can be repeatedly accessed in different sequences as 
required. A common application of this approach is to use extensive cross- validation 
testing to create one classifi er whose parameters are fi xed and then to apply it in an 
online setting in a testing-only confi guration. Such a classifi er might then be used 
for a context-aware application, for example. The machine-learning literature 
includes extensive variations to the above approaches, which relax, in various ways, 
nearly every possible dimension of the described approach to achieve different 
effects, maintain sample independence, or account for different kinds of input data. 
(A good introduction to issues related to creating classifi ers in the machine-learning 
style appears in Langley,  2000  and Domingos,  2012 ). 

 The metrics for evaluating classifi ers are also infl uenced by the goals of the 
research and the questions that the researchers are interested in answering. Accuracy 
in matching the gold standard may seem to be a natural evaluation, but, in fact, this 
may be inappropriate given the ultimate use of the system. For example, should a 
researcher care about whether a classifi er can accurately assess whether a doctor has 
entered an exam room or not? Such a classifi er may identify such an event correctly 
over 99 % of the time, but if the goal is to fi gure out when a doctor doesn’t see a 
patient, then false positives may be a more important metric. Similarly, it may not 
be important to detect the exact  moment  when you, for example, walk outside, get 
angry, speak to your child or eat something, provided that you  do  detect each of 
those events within some reasonable timeframe; an excellent discussion of evalua-
tion metrics was written by Ward, Lukowicz, and Gellersen ( 2011 ). Finally, with 
regard to metrics, it is important to consider the statistical signifi cance of the fi nd-
ings in addition to the accuracy of the predictions. These signifi cance values help 
researchers to understand whether an algorithmic improvement on a small data set 
is as important as a small improvement on a big data set, and this is an often- 
overlooked component of classifi er-based data analysis (see also Demšar,  2006 ).   

    What to Report in a Study Using Sensors 

 Although collecting streams of data from participants can be a powerful technique 
for observing existing behaviors (or in situ adaptations to novel technologies), 
incorporating sensor data into an experimental protocol requires careful planning. 
Additionally, reporting study fi ndings based on streams of sensor data necessitates 
careful quantitative analysis that takes into account noisy sensor sources, ambigui-
ties in sensed data, or technical problems with the sensors, which can lead to miss-
ing, corrupt, or misleading data. A well-described study will report the experiment 
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in suffi cient detail that another researcher would be able to reproduce the study and 
achieve the same results. This would include describing:

•    Hardware: What type and quantity of hardware was utilized? What mode was the 
hardware placed in? In what ways were the hardware components confi gured? 
What mode were they utilized in?  

•   Experimental setup: Where were the sensors placed? Why were those locations 
chosen? Who installed the sensors? What did the environment look like with the 
hardware installed? Did the setup change? At what point? How did this impact 
the participants? How did the experiment end? What was the fi nal disposition of 
the hardware?  

•   Participant knowledge: Exactly what did the participants know about the hard-
ware and data collection? How were they told? Were they asked to do anything 
different from—or in addition to—their normal activities during the study? Did 
participants’ interactions with the study hardware change during the course of 
the study? How were participants compensated?  

•   Experimental execution: During the course of the study, what transpired with 
respect to the experimental setup? Were they outages? How much and what type 
of maintenance was conducted?  

•   Software infrastructure: How was the data collected? Was there specialized soft-
ware used in collection? What confi guration was the software put into? How was 
data transmitted, protected, and integrity assured?  

•   Analysis: What analysis was conducted on the data? At what point in the running 
of the experiment was the analysis conducted? What was an example of the data 
that was collected? Were there any changes made during the course of the analy-
sis? Was particular software used to conduct analysis? What were the parameters 
of the algorithms used? How accurate was the analysis based on the gold- standard 
data? What other metrics were evaluated to justify the approach used? Was the 
analysis statistically signifi cant?  

•   Why were these choices, and not others, made?      

    Personal Story About How the Authors Got into Using this 
Method, What Attracted Them to It, What Set of Methods 
They Use with It 

 In a study of the effect that e-mail has on both individual multitasking and informa-
tion fl ow within small groups in an information work site (Mark et al.,  2012 ), Voida 
and colleagues used a combination of:

•    semi-structured interviews;  
•   surveys;  
•   in-person “shadowing”;  
•   logging of electronic activities (i.e., desktop window switches); and  
•   environmental, social, and physiological sensors   
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to collect a large corpus of data about the pace of work, pace of interpersonal 
 communication, and communication channels used in the workplace. We compared 
behavior under typical circumstances to when targeted individuals within the orga-
nization were asked to shut off their e-mail for 1 week. (During the e-mail “holi-
days” that we instituted, our participants’ managers and coworkers were told about 
our study, and informed that the participant was in the offi ce and working but could 
not be reached via e-mail.) 

 Collecting streams of sensor data was particularly important in the course of this 
research for three reasons. First, we wanted to collect as many different kinds of 
data about these individuals’ work practices during the study as possible. We were 
able to examine many different facets of work and to observe the variations in the 
ways that these work practices were carried out by comparing the differences among 
repeated measurements using the same set of sensors. Second, one of the more 
interesting—and less well-understood—measures that we could collect about work-
place collaboration and multitasking was the level of stress experienced by our par-
ticipants throughout the workday. To understand changes in stress levels, we used 
commercial heart rate monitors to collect readings about heart rate hundreds of 
times each day. Finally, the fi eld site for this study happened to be located nearly 
3,000 miles from our home institution. In order to collect the volume of data that we 
needed to draw conclusions about work practices in light of the per-day and per- 
participant variation in information work activities, we set up the sensors once and 
then used them to collect data continuously from each participant for multiple 
weeks. This approach substantially minimized the cost—both in terms of travel and 
time on-site—for running the study. 

 Based on the data streams that we collected, we were able to quantify the amount 
of time that our participants spent each day conducting various kinds of activities 
(based on a “virtual sensor” observing window changes on the desktop computer), 
examine the composition and strength of social ties in the workplace (based on face-
to- face conversations sensed using sociometric badges), and measure changes in 
stress levels when e-mail was present and when it was not (based on readings pro-
vided by a commercial heart rate monitor). In order to make sense of these streams 
of data, we conducted manual statistical analyses of the aggregated event streams 
after data collection was complete. Generally speaking, we looked at daily averages 
of these events, using ANOVAs,  t -tests, and parametric statistics to determine 
whether our e-mail availability intervention, individual differences, or other factors 
were more likely to explain any variation that we observed in event frequencies or 
durations during different phases of the study. Even with a relatively small group of 
fully instrumented participants ( n  = 13), the environmental, social, and physiological 
sensors collected millions of data points over the course of the study. 

 Another key aspect of our study was that we used a combination of log data 
(window changes recorded on each participant’s primary desktop computer) and 
in-person observations to help label the sensor data. These discrete (and less ambig-
uous) data points enabled us to triangulate events of interest and helped us to make 
sense of a very large, complex, and messy corpus of real-world sensor readings. 
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In ongoing work, we are investigating the degree to which the log and sensor data 
that we collected can be used to train a classifi er to predict the multitasking observa-
tions that we were able to collect from in-person observation—the traditional “gold 
standard” for this kind of research. The outcomes of this research will help to clarify 
which data streams are most useful for understanding information work as well 
as the circumstances in which sensors can (and cannot) serve as a substitute for 
 in- person, ethnographically inspired fi eldwork. 

 In another study, Patel and colleagues wanted to conduct an in-depth, empirical 
investigation of the proximity of the mobile phone to its owner over several weeks 
of continual observation (Patel, Kientz, Hayes, Bhat, & Abowd,  2006 ). The overall 
aims of this study were to determine if a mobile phone is a suitable proxy for its 
owner (an assumption that had never been empirically studied in the literature), to 
understand the reasons behind separation between a user and his or her mobile 
phone, and to offer guidelines for building applications. This study relied on a 
mixed-methods approach that required collecting data from some sort of proximity 
sensing technology. The sensors used were small, custom-built, battery-powered 
Bluetooth tags that the user would wear throughout the day. These tags would trans-
mit a beacon signal continuously and the phone would record its distance to each 
tag based on the amount of time that it took the radio signal to propagate. This 
approach allowed us to continuously record the user’s distance from his or her 
phone and to gather quantitative data not otherwise possible with other investiga-
tional means. Because the experience sampling method (ESM) or self-report would 
have created artifi cial changes to the user’s behavior with their phone (i.e., picking 
it up to answer when the very thing that we were measuring was proximity to the 
phone), automatic sensing was a necessity. Additionally, the quantitative data 
allowed us to explore whether it was possible to apply machine-learning techniques 
to predict proximity. In the end, since the user’s behavior was modifi ed only by 
wearing a Bluetooth tag, and because no qualitative evidence to the contrary 
emerged in follow-up interviews, it was reasonable to argue that there was little 
modifi cation to the user’s natural behavior with respect to the proximity of the 
phone during the investigation. The resulting quantitative proximity traces proved 
valuable during the mixed-method interview process and the fi nal analysis. 

 Because the logging application resided on the user’s phone, the researchers took 
care to design it so that it would not impact the user’s normal phone use. We also 
created a tool that would produce daily visualizations of people’s proximity to their 
phone at 1-min intervals. Because the sensing was not perfect (e.g., it could be 
impacted by clothing, multiple people between the tag and the phone, and noisy RF 
environments), we used the visualization during our interviews with the participants 
as a guide for them to think through the day, an example of a retrospective analysis 
technique (see   Looking Back: Retrospective Study Methods for HCI    ). They were 
allowed to bring their calendars or schedules to help them remember reasons for 
being separated from the phone. It turned out that the sensing did not have to be 
perfect. Even high-level activity information captured by the sensors was suffi cient 
to help participants bridge the gaps in their memory, reconstruct their day, and 
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articulate how they were using the phone. In many cases, we found that it was not 
until participants actually saw their activity data that they recalled the details. 
Combining automatically collected sensor data and prompted interviews that were 
grounded in the sensor data served as a powerful tool for studying detailed behavior 
and the reasons behind it. It provided a balance between quantitative and qualitative 
results that might be diffi cult to achieve with a single method. A few years later 
another research group replicated this study on smartphone proximity with similar 
success (Dey et al.,  2011 ). 

 In a fi nal study, Patterson et al. used a variety of sensors available in a laptop in 
order to measure, and, subsequently, to predict, when users were in a particular, 
semantically defi ned place (Patterson et al.,  2009 ). This study required users to 
install a piece of software on their laptops that periodically asked them to provide 
information about where they were to establish an annotated training set, in the style 
of the ESM (Larson & Csikszentmihalyi,  1983 ). Since place is often a key compo-
nent of personal context, this information was used to set custom Instant Messaging 
status messages, populated with the user’s choice of place names. The focus of the 
work was on collecting accurate place data information along with sensor data so 
that, eventually, well-informed context-aware services could be developed. While 
the software likely impacted the participants’ use of their laptop, it was unlikely to 
have affected their mobility, which was a key focus of the study. This study required 
a lot of engineering work on the software that was installed on participants’ comput-
ers in order to support a wide variety of software and hardware confi gurations.  

    Conclusion and Further Reading 

 Sensor data streams can provide large quantities of fi ne-grained data for observa-
tional studies and can illuminate behaviors or phenomena that would otherwise be 
impossible to study at a comparable level of detail—if at all. Preparing a research 
study based on this technique requires careful planning to ensure that the correct 
hardware is used, confi gured, and managed. Additionally, some degree of technical 
sophistication is required to store, process, and analyze the data at scale and with 
appropriate methodological and statistical rigor. Finally, participants need to be 
appropriately informed about the scope and nature of the data collection, since sen-
sors can be diffi cult to see (or be forgotten over the course of a long study) and since 
the data collected by sensors can introduce privacy-related risks. When these issues 
are managed thoughtfully, however, sensor data streams can form the basis for rig-
orous and replicable research, and they can be of great value when used as a com-
plement to other types of data-collection methodologies. 

 For further reading about these topics, consider looking into the following publi-
cations, which are also emphasized with a bold typeface in the chapter reference 
listing. Although we have found these articles to be useful for the reasons enumer-
ated below, they are also informative in their motivations for using sensor data 
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streams, their methodological and analytical approaches, and the ways in which 
they use this research technique to draw conclusions for the research community:

•    For more information about machine learning, classifi cation and event-detection 
methodology, refer to Langley ( 2000 ) and Domingos ( 2012 ). For good examples 
of this technique being applied to answer specifi c research questions, see 
Patterson et al. ( 2005 ), Liao et al. ( 2007 ), and Horvitz et al. ( 2004 ).  

•   For more information on data processing and fi ltering, see Krumm ( 2010 ).  
•   For more information on managing participant privacy, see Langheinrich ( 2010 ) 

and Klasnja et al. ( 2009 ).  
•   A good example of egocentric research can be found in Fogarty et al. ( 2005 ).  
•   A good example of group-centric research is Choudhury and Pentland’s paper on 

the  sociometer  ( 2003 ).  
•   A good example of infrastructure-centric research appears in Cohn, Stuntebeck 

et al. ( 2010 ).  
•   A good example of sensor triangulation can be found in Mark et al. ( 2012 ).     

    Exercises 

     1.    What gold standards of behavior could you use to compare your interpretation of 
sensor streams against? Do you have to have a gold standard?   

   2.    Compare the kinds of behaviors you can sense with a wearable sensor vs. a fi xed 
sensor (e.g., on a wall)? What situations are appropriate for each?         
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           When the arm is stretched in front of one’s face, the size of the thumb is approximately 
what we see in high resolution. Visual acuity drops as we move toward the periphery. 
It is remarkable that despite this drop in acuity, we perceive, scan, recognize, and navi-
gate visual information in the world around us—apparently effortlessly. This is largely 
due to eye movements. To counter limitations in peripheral resolution, our eyes rap-
idly shift from one position to another about three to four times per second, to sample 
visual information from the interesting areas of the world. The brain stitches together 
these different pieces of information in real time to present a picture of the world 
around us in good visual resolution. These sudden jumps in eye position that occur 
through fast eye movements are known as saccades. 

 Information processing is thought to occur during fi xations,    1  when the eye position 
is relatively static. Therefore, eye fi xations are taken to be a good proxy for cognitive 

1   Although saccades and fi xations are most commonly analyzed for information processing tasks, 
there exist other types of eye movements such as pursuit, vergence, and vestibular eye movements. 
Pursuit eye movements have lower velocity than saccades and occur when the eyes follow a moving 
object. Vergence eye movements occur when the eyes move toward each other, to fi xate on a 
nearby object. Vestibular eye movements occur when the eyes rotate to compensate for head and 
body movements in order to maintain the same direction of vision. Other smaller movements of the 
eyes include drifts and microsaccades. 

      Eye Tracking: A Brief Introduction 

             Vidhya     Navalpakkam      and     Elizabeth     F.     Churchill    

        V.   Navalpakkam      
  Google, Inc. ,   1600 Amphitheatre Parkway ,  Mountain View ,  CA   94043 ,  USA   
 e-mail: vidhyan@google.com   

    E.  F.   Churchill      (*) 
  eBay Research Labs, eBay Inc. ,   2065 Hamilton Ave ,  San Jose ,  CA   95125 ,  USA   
 e-mail: churchill@acm.org  

 The countenance is the portrait of the soul, and the eyes mark 
its intentions. 

 Markus Tullius Cicero 

Gang Wang



324

attention 2  and focused problem solving, and have been of interest to communities 
studying the perceptual, cognitive, and social processing of information. 

 In this chapter we briefl y introduce eye tracking as a way of knowing in Human 
Computer Interaction. Specifi cally, we look at how eye tracking is used as a method 
for assessing how people perceive, process, and interact with images and interfaces 
to digital, computer-based technologies. In addition, we consider how eye tracking 
can facilitate understanding and supporting human-to-human communication and 
collaboration in technologically mediated environments. We offer a brief grounding 
with some examples and ask how can eye tracking help us understand the way 
humans interact with each other, and with displays. 

 We briefl y consider the anatomy of the eye, and list eye tracking measurements 
using popular and contemporary technologies. We also discuss the benefi ts of eye 
tracking (including strengths and limitations), and illustrate with examples on how 
to effectively apply this method for research in Human Computer Interaction. 

    What Is Eye Tracking? 

  Eye tracking  is the process of measuring either the point of gaze (“where we are 
looking”) or the movement of the eye relative to the head. Although eye tracking as 
a method has gained a lot of press in recent years, eye tracking has been a method 
for understanding conscious and unconscious information processing since the 
1800s (for example,    Javal,  1990 ). Much of the early work into eye tracking was 
conducted through direct observation of people’s gaze. However, today an array of 
sophisticated eye tracking technologies is readily available from trusted vendors 
who offer services as well as software and hardware products. An  eye tracker  is a 
device for measuring eye positions and eye movement. Eye trackers are used for 
research on the human (primate) visual system, in a number of research areas 
including psychology, cognitive science, marketing, and product design. There are 
a number of methods for measuring eye movement using eye trackers. Before 
we discuss the details of how eye tracking data is measured, gathered, and inter-
preted, we briefl y discuss the anatomy of the eye and the various ways to obtain eye 
tracking data.  

2   Attention can be of two types: overt (the focus of attention matches where the eyes look) and 
covert (the focus of attention is different from where the eyes look). For example, when one is 
looking up to concentrate, where their eyes look is not correlated with they are thinking. This is a 
case of covert attention. It has been argued that for most natural viewing conditions, the focus of 
attention correlates with where the eyes look. In the rest of this article, we refer to overt attention 
as simply attention. 
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    The Anatomy of the Eye 

 The human eye, a slightly asymmetrical globe, is fi lled with a clear gel called the 
vitreous humor. There are seven parts of the eye that are worth knowing about for 
the purposes of understanding how eye tracking works (see Fig.  1 ). These are the 
iris (the pigmented part which gives us our eye color), the cornea (a clear dome over 
the iris), the pupil (the open circle at the center of the iris where light comes into the 
eye, appearing black), the sclera (the white part of the eye), the conjunctiva (a clear 
layer of tissue that is not visible, but which covers all but the cornea of the eye), the 
lens (which lies behind the pupil and the iris and which helps to focus incoming 
light on the back of the eye), and the retina (which is comprised of light-sensing 
cells the inside lining of the eye).

   In the center of the retina is an area called the macula; at  its  center is the fovea, a 
slight depression which is responsible for high-resolution vision. Light waves enter 
the eye through the cornea, and pass through the pupil. As light intensity changes, 
so does the size of the pupil: Brighter light constricts the pupil; less light causes the 
pupil to dilate. Light is converted into electrical impulses by the retina, and the optic 
nerve transmits these impulses to the brain via the visual pathway, to the occipital 
cortex at the back of the brain. 

 There are two kinds of light receptor cells found in the retina: the cone cells and 
the rod cells. Foveal vision is created by tightly packed cone cells; these only 
account for 6 % of the total retinal light receptors. Cone cells require the most light 
for creating a clear, detailed image. Rod cells account for the other 94 % of light 
receptors in the retina. They require less light but create the blurry, less colorful 
qualities of peripheral vision. 

 Once the electrical signals get to the brain they are interpreted or “seen” by the 
brain as a visual image, sometimes called the “visual fi eld.” The visual fi eld is a 
combination of the two primary types of vision mentioned in the introduction:  foveal  
(high resolution and colorful) and  peripheral  vision (blurry and less colorful). 

  Fig. 1    Anatomy of the eye. Courtesy: National Eye Institute, National Institutes of Health (NEI/NIH)       
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Peripheral vision also permits vision under low light conditions. Gross movements, 
color, and shape contrasts in the periphery are processed and, if they warrant further 
examination by the foveal vision we typically move our eyes and/or head to bring the 
objects of interest into the fovea for further recognition and action. 

 Deeper discussions regarding the anatomy of the eye can be found in “Eye 
and Brain: The Psychology of Seeing” by Richard L. Gregory and “Eye Tracking 
Methodology” by Andrew T. Duchowski, especially chapter 2 on neurological 
substrates.  

    Eye Tracking Methods 

 Since eye tracking is considered to provide a window onto the user’s attention, 
we begin by addressing the strengths and current limitations of current methods. 
Eye gaze reveals a lot about the user that is otherwise hard to know: It tells us where 
the user looked, for how long, and in what order. Eye trackers are easy to use; most 
commercial eye trackers come with user-friendly data collection capabilities and 
data management interfaces, and some offer built-in data analysis software. 3  Eye 
tracking as a method enables tracking user eye gaze at a fi ne temporal resolution 
(~2–20 ms/sample) and high spatial resolution (<0.5° error in accuracy). The high 
temporal and spatial resolution can be valuable for a variety of applications. The 
uses range from diagnosis of medical disorders to determining user examination 
strategies on web search pages. In the latter, they examine the order in which people 
examine the search results, how much time do they spend on titles, urls, snippets, 
that are critical for inferring document relevance, and for applications such as rank-
ing and search optimization. The current limitations of the method are that eye 
trackers are currently expensive (commercial equipment ranges from $10 K 
upwards), that studies tend to be small scale (involving 10–30 users), and that  studies 
are usually conducted in controlled lab settings (raising questions about ecological 
validity—that is, whether results generalize to natural settings). As we discuss 
toward the end of this chapter, recent work has started addressing some of these 
limitations. 

 Eye tracking methods have come a long way since the method was fi rst  proposed. 
Early studies of eye gaze—“looking behavior”—involved simply fi lming subjects 
while they looked at a picture or watched a video clip. Researchers hand scored 

3   There are many companies offering hardware and software for eye tracking studies both in the 
laboratory or in controlled desktop settings and also for mobile contexts. Well-known companies 
include SMI (SensoMotoric Instruments) a spin-off from led by Dr. Winfried Teiwes and his aca-
demic mentors in 1991 ( http://www.smivision.com/ ), Tobii Technology established in 2001 by 
John Elvesjö, Henrik Eskilsson, and Mårten Skogö ( http://www.tobii.com/ ), and Arrington 
Research which was founded in 1995 by Dr. Karl Frederick Arrington as part of a technology 
transfer initiative at the Massachusetts Institute of Technology ( http://www.arringtonresearch.
com/ ). Other companies include Applied Science Laboratories (ASL), EyeTech, Mirametrix, 
Seeing Machines and SR. Webcam-based eye tracking solutions include GazeHawk and 
eye-trackShop. 
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recorded material to obtain a crude indication of their gaze direction. Since these 
early beginnings, a variety of eye tracking methods have evolved to determine the 
direction of gaze more accurately. Techniques include:

    (a)    Surface electrodes, electrooculogram (EOG)   
   (b)    Infrared corneal refl ections   
   (c)    Video-based pupil monitoring   
   (d)    Scleral search coils     

 These methods differ in their utility and in their invasiveness: EOG techniques 
are helpful in measuring saccade latency, but not good at measuring location; while 
scleral coils offer high spatial resolution (0.01°) and high temporal resolution 
(1,000 Hz), they are invasive and uncomfortable for participants, hence less pre-
ferred, except in clinical settings. These methods also differ depending on whether 
the head is free to move or not. For some applications, the head position is fi xed 
using a forehead support or a bite bar or some other restraining mechanism that 
holds the eye position steady. In other cases, the head is free to move; here, head 
movement is accounted for with magnetic or video-based head trackers. Examples 
of these are illustrated in Fig.  2 .

   Methods are constantly evolving thanks to new technologies that are appearing—
lighter weight, mobile, high resolution, infrared-enabled webcams—and due to 

  Fig. 2          Some examples of contemporary eye tracking equipment. From  top  to  bottom : ( a ) Head- 
mounted mobile eye tracker in the form of eye tracking glasses (Courtesy: Tobii Technology); 
( b ) table-based remote eye tracker (Courtesy: Tobii Technology); ( c ) eye tracking setup for mobile 
and personal devices (Courtesy: Tobii Technology); and ( d ) EOG ( Source : Utah Medical School, 
  http://webvision.med.utah.edu/    )       
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advances in computer vision. Well-designed, lightweight and comfortable desktop 
and laboratory-based eye tracking equipment is nowadays standard fare for usability 
labs, psychology and vision science laboratories. Further, improvements in cameras 
and in recording technologies mean that mobile eye trackers for following gaze as 
people navigate the physical environment can now help researchers investigate the 
effect of complex environments on eye gaze, and in understanding the role of eye 
gaze in face to face and technology-mediated human–human interactions. An exam-
ple of using mobile eye tracking to study coordination and communication in a 
 real-world space can be found in work carried out by Gergle and Clark ( 2011 ); the 
researchers report that in collocated conversations, two people who are moving 
around and conversing tend to use more local deictic references to point to objects 
(e.g., “this,” “these”) and have lower gaze overlap than two people who are seated 
and thus stationary when conversing. 

 Finally, the possibility of webcam-based eye tracking offers hope of studies at 
large scale, where eye gaze patterns of hundreds and thousands of people in natural 
settings can be tracked using webcams. Devices increasingly come fi tted with web-
cams, and software for data collection and analysis is readily available. In fact, this 
offers the possibility of eye tracking as an easy-to-use web service, where the video 
of the eye captured by the webcam is sent to the server in a cloud infrastructure, 
which then extracts eye positions from the video, analyzes eye tracking data, and 
sends the results back to the user’s device, thereby enabling the use of eye tracking 
on mobile devices and phones with low computing power. Eye tracking as a cheap 
web service could lead to several interesting opt-in applications such as hands-free, 
eye-controlled scrolling, swiping, navigating, typing, and gaming on any web and 
webcam-enabled device (big or small) including smart phones, tablets, laptops, and 
desktop computers, and more importantly, can enable patients with motor disorders 
to interact with computers and mobile devices. A current limitation is that the accu-
racy of these methods is still low and a rigorous comparison against high accuracy 
commercial eye trackers is lacking. Thus, there exists a tradeoff between accuracy 
and scalability of eye tracking. However, it remains the case that the increasing 
availability and accuracy of high-resolution, inexpensive, lightweight, and highly 
confi gurable sensors like cameras means that eye tracking equipment is becoming 
readily available for researchers cheaply. 

 The resolution in terms of temporal sampling and point of gaze in the collection 
of eye tracking data varies according to the type and model of eye tracker used. 
Today, reduced price means reduced accuracy. Boraston and Blakemore ( 2007 ) 
offer examples of the variations in temporal sampling for various methods, report-
ing that technologies are improving all the time. At the time of their paper, pupil- 
only and pupil-CR eye trackers typically operated at sampling rates of between 
50 Hz and 2 kHz (i.e., sampled eye position at 0.5–20 ms/sample). Direct tracking 
of the fovea was being accomplished at speeds of up to 200 Hz (5 ms/sample). 
Spatial resolution varies from 0.005° of visual angle (Clarke, Ditterich, Druen, 
Schonfeld, & Steineke,  2002 ) to 0.5°, or approximately 0.1° for methods that 
involve direct detection of the fovea (Gramatikov, Zalloutm, Wu, Hunter, & Guyton, 
 2007 ). Indeed, more recently, for the purposes of evaluating equipment for usability 
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studies where considerable accuracy at the pixel-on-screen level can be needed, 
   Johansen et al. ( 2011 ) conducted a series of tests of eye trackers, comparing an open 
source remote eye tracking system with a state-of-the-art commercial eye tracker. 
While both devices were fairly stable over time, the commercial tracker was clearly 
more accurate at the pixel level. They concluded that low cost eye tracking is a 
viable alternative to expensive equipment only when usability studies do not need 
to distinguish between particular words or menu items that participants are looking 
at. If the research is focused on larger areas of interest, e.g., whether a person is 
looking at an object or another person in the room, cheaper solutions are adequate. 

 Video-based eye trackers are the most commonly used method today; indeed, 
when people talk about eye tracking, they usually mean video-based methods. Most 
commercial eye trackers use infrared cameras with high zoom to capture high- 
resolution images of the eye. Points of interest such as the center of the pupil and 
corneal refl ection are extracted from these images to determine the point of regard 
of the user, or simply the eye position (Goldberg & Wichansky,  2003 ). In order to 
learn how the eye position (on the image of eye) maps to what the user is looking at 
(on a screen for example), a short procedure known as “calibration” is performed 
where the user is asked to look at various points (usually in a 3 × 3 grid) on the 
 display, and the relationship between the two coordinate systems (pupil-center/
corneal- refl ection on the image of the eye, and the x,y coordinate on the display 
being viewed) is established. Once good calibration is achieved (high accuracy is 
<1/2° error) the study can commence. 

 Below are a few general practices for accurate and reliable calibration. One must 
ensure a good initial view of the eye that is robust to wide-angle glances (especially 
for participants wearing glasses), and use a calibration grid that is at the approxi-
mate distance of the testing stimuli (e.g., don’t calibrate on a wall then test on a 
nearby display or vice versa). Next, one must ensure that the calibration grid covers 
just outside the boundaries that will be used by the participants. Participants must 
be requested to move their eyes then their head when performing calibration and 
during the study. 

 Once the raw eye tracking data are obtained using one of the methods above, the 
data can be parsed to obtain various measures such as eye fi xations (brief pauses in eye 
position lasting around 200–250 ms each on average) and saccades (fast eye move-
ments). Most commercial eye trackers come with built-in software for extraction of 
fi xations and saccades, and provide output in the form of a sequence of fi xations (with 
timestamp, x,y position, duration, and link to the display viewed). Because these are 
now provided automatically, we skip the discussion of these computations and refer 
the reader to Salvucci and Goldberg for an overview of algorithms to extract these 
measures (   Salvucci & Goldberg, 2000). 

 For the remainder of the chapter, we focus on the process of inferring useful 
information from eye movement recordings, which involves the researcher defi ning 
“areas of interest” over certain parts of a display or interface under evaluation, and 
analyzing the eye movements that fall within such areas. Commonly used measures 
for areas of interest are fi xation duration (how long do users notice as measured by 
dwell-time on a part of the visual scene), number of fi xations (how often do users 

Eye Tracking: A Brief Introduction



330

notice a part of the visual scene), sequence of fi xations (the order in which users 
notice different parts of the visual scene), and transitions between pairs of areas 
of interest (how frequently users visit one area of interest from another). Figure  3  
shows an example of a sequence of eye fi xations interspersed by saccades.

       What Is Measured with Eye Tracking? What Questions 
the Method Can Answer? 

 Eye fi xations are known to be driven by perceptual salience and relevance as 
 determined from prior experience to be important or informative (Loftus & Mackworth, 
 1978 ). A strong hypothesis is the “eye-mind” hypothesis (Just & Carpenter,  1976 ), 
according to which the eye provides a window to the user’s mind, i.e., it provides a 
“dynamic trace of where a person’s attention is being directed in relation to a visual 
scene.” Although several exceptions to this hypothesis have been reported (for exam-
ple, in covert attention, where the focus of user attention is different from where the 
eye is looking) for most natural viewing scenarios, eye fi xations are thought to refl ect 

  Fig. 3    An example of a sequence of eye fi xations obtained from a single user. The  lines  indicate 
saccades and the  circles  indicate fi xations. The size of the circle is proportional to the duration of 
the fi xation.  Source : Nielsen & Pernice,  2010        
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the current focus of the user’s attention and the amount of  cognitive processing on the 
fi xated object(s). 

 In contemporary studies, a typical representation of results from an eye tracking 
study aggregated over several users is the “heatmap.” Heatmaps use different colors 
to visualize the distribution and intensity of user attention on the display (see Fig.  4 ). 

  Fig. 4    Example F-pattern heatmap ( Source : Nielsen Norman Group,   http://www.nngroup.com/
articles/f-shaped-pattern-reading-web-content/    )       
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This contrasts with Fig.  3 , which shows the data from a single user. Areas where 
users looked the most are colored red, yellow areas indicate fewer fi xations, fol-
lowed by the least-viewed areas in blue. Gray areas did not attract any fi xations. The 
example in Fig.  4  is from a website’s “About Us” pages. The heatmap clearly shows 
users’ tendency to read in an “F” pattern, and their focus on information that is pre-
sented in bulleted lists.

   While heatmaps are in common use these days, with colors depicting levels of 
attention/interest, there have been a number of different ways of representing what 
holds peoples’ gaze and how to interpret that gaze. Duchowski ( 2002 ) characterizes 
eye tracking research as having developed along three historical periods. The fi rst from 
1879 to 1929 focused on psychophysiological characteristics of eye movements. 
Movement characteristics of the eyes, such as latency of saccadic eye movements, 
were studied in this period. The second came under the auspices of the behaviorism 
movement in understanding human behavior (1930–1958). The third era has been 
focused on technological developments and the production of increasingly accurate 
and reliable systems. Mele and Federici ( 2012 ) offer a thorough review of papers 
about eye tracking and discuss what they call the “fourth era” of eye tracking 
research: here, we see a greater emphasis on multidisciplinary contributions to the 
understanding of the signifi cance and relevance of eye movements to the situational 
context in which the observed participant is engaged, including the disciplines of 
neuro-, cognitive-, and social-psychology and sociology. 

 Below we offer a further breakdown of the kinds of questions to which eye track-
ing as a method has been applied across different disciplines. While many of these 
may not be directly reported in the Human Computer Interaction (HCI) literature, 
they lead to new possibilities for understanding the power of this technique. 

    Vision Science (Neuroscience/Psychology) 

 Eye tracking has been widely used to study perceptual and cognitive processes in 
attention (e.g., visual search, memory, scene perception). We can think of fi xation 
as either being “pulled” to a particular scene location by the visual properties at that 
location, or “pushed” to a particular location by cognitive factors related to what we 
know and what we are trying to accomplish (Henderson,  2003 ). For example, a 
bright or colorful area of a scene might attract the eyes simply because of its visual 
properties, where gaze refl ects low-level processing of the human brain. Indeed, 
analysis of image statistics at fi xated vs. non-fi xated locations has shown that fi xa-
tions tend to have higher density of edges, higher brightness contrast, and more 
generally, higher image saliency (Reinagel & Zador,  1999 ;    Parkhurst, Law, & 
Niebur,  2002 ; reviewed in Itti & Koch,  2001 ). However, at a higher processing level, 
a viewer might want to look at scene regions that are relevant given current tasks 
and goals, whether or not those regions are visually prominent. Fixated regions 
 differed in both their image statistics and their semantic content compared to regions 
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that were not fi xated (Henderson, Brockmole, Castelhano, & Mack,  2007 ). An 
ongoing focus of research is understanding the extent to which fi xations are pulled 
by the stimulus or pushed by cognitive processes. Hayhoe and Ballard ( 2005 ) 
 provide a good review of eye movements in natural behavior.  

    Computer Vision: Perceptual Models of Eye Gaze 

 Based on insights from eye tracking, several computational models have been 
developed to predict eye gaze on images and videos. These models compute visual 
saliency or eye-catchiness of image regions based on differences in visual proper-
ties such as color, orientation, size, brightness, motion, etc. A popular such model, 
which is inspired by the functioning of primate visual cortex, is the saliency model 
of Itti and Koch ( 2000 ). Other approaches include:

•    Computing visual “surprise” in a Bayesian sense, the difference between 
prior and posterior belief in distribution of visual features in the world (Itti & 
Baldi,  2009 )  

•   Use information theoretic measures (Bruce & Tsotsos,  2009 ; Zhang, Tong, Marks, 
Shan, & Cottrell,  2008 )  

•   Machine learning classifi ers to differentiate between fi xated and non-fi xated 
locations in images    

 These models perform reasonably accurately in predicting eye gaze on images 
and videos, especially for the fi rst few seconds of viewing. They have potential 
applications in evaluating the visual catchiness of web page designs and 
advertisements. 

 In addition to visual attention models that are solely driven by image properties, 
there have also been attempts to model the role of user knowledge about the world. 
For example, when searching for cars or pedestrians, people tend to look at salient 
objects in the bottom half of the image where the street is most likely to appear. 
Thus, eye gaze is driven as a combination of saliency and knowledge of scene 
 context. Torralba and colleagues have developed models of eye gaze that take both 
factors into account, and provide better prediction of user eye gaze on natural scenes 
(   Torralba, Oliva, Castelhano, & Henderson,  2006 ). 

 An ongoing challenge is to develop predictive models of eye gaze that com-
bine low-level image saliency with high-level semantics of the image and user 
intent. Examples of initial attempts in this direction and further refi nements in 
the context of visual search task can be found in Navalpakkam and Itti ( 2002 , 
 2005 ,  2007 ). In addition, there is an increasing number of models based on the 
emerging notion that attention and eye movement strategies serve to optimize 
human visual task performance (Najemnik & Geisler,  2005 ; Navalpakkam & Itti, 
 2007 ; Renninger, Verghese, & Coughlan,  2007 ; Stritzke, Trommershäuser, & 
Gegenfurtner,  2009 ).  
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    Psychology: Reading Behavior 

 The study of eye movements during reading has a long and rich history dating back 
to the latter part of the nineteenth century (see Rayner ( 1998 ) for a good review). Eye 
tracking has been used for a critical examination of the cognitive processes underly-
ing reading. For example, when reading English, eye fi xations last about 200–250 ms 
and the mean saccade size is 7–9 letter spaces. Interestingly, many words are skipped 
so that foveal processing of each word is not necessary. As word length increases, the 
probability of fi xating a word increases (Rayner & McConkie,  1976 ). As text 
becomes conceptually more diffi cult, fi xation duration increases, saccade length 
decreases, and the frequency of backward saccades increases (Jacobson & Dodwell, 
 1979 ;    Rayner & Pollatsek,  1994 ).  

    Language Processing 

 Methodologically, the drive to look at objects as they are mentioned provides an 
important tool for studying online language processing. For example, viewers will 
typically look to a scene area that contains an object when that object is mentioned 
by a speaker. Thus, eye fi xation provides a pointer or index (Ballard, Hayhoe, Pook, & 
Rao,  1997 ) that anchors cognitive processes such as language understanding to 
 entities in the world (Henderson & Ferreira,  2004 ; Tanenhaus, Spivey-Knowlton, 
Eberhard, & Sedivy,  1995 ).  

    Neuroscience: Medical Conditions/Disorders 

 Eye tracking has also been used as a method for detecting medical conditions and/
or disorders such as autism and attention defi cit disorders. Kanner’s original descrip-
tion of autism highlighted the social and emotional aspects of this disorder and 
demonstrated it with eye tracking data (Kanner,  1943 ). The most commonly used 
stimuli are pictures of human faces, but videotapes of social interactions, human 
voices, and abstract animations have also been employed. Normal adults show a 
very specifi c pattern of gaze when viewing faces, fi xating mainly on the eyes, but 
also on the nose and mouth, the so-called “core features” (   Walker-Smith et al., 
 1977 ). People with autism spend less time examining the eyes (Dalton et al.,  2005 ; 
Pelphrey et al.,  2002 ) and look more frequently at the mouths and bodies, and at 
other objects in the scene. Eye tracking could therefore be used to diagnose and 
understand cognitive processing in individuals with autism (Klin, Jones, Schultz, 
Volkmar, & Cohen,  2002 ).  
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    Market Research 

 Eye tracking has been used extensively in Market Research to assess product 
designs and also the impact of advertisements on salience and memorability 
of brands, logos, and products. Common use cases include comparative experi-
ments that determine which advertisement designs attract more attention (e.g., 
Lohse,  1997 ), as are experiments focused on determining whether Internet users 
look at banner advertising on websites (they do not) (Burke, Hornof, Nilsen, & 
Gorman,  2005 ). An example of a recent study using eye tracking to examine the 
relative impact of visual salience of the design and its perceived value on user choice 
can be found in Milosavljevic, Navalpakkam, Koch, and Rangel ( 2012 ).  

    Human Computer Interaction (HCI) 

 Turning specifi cally to HCI, eye tracking has been used as a method for several 
purposes:

•    Understanding the perceptual aspects of user attention on displays (what do 
users notice)  

•   Cognitive aspects of attention (what do users focus on, or spend time processing)  
•   Social aspects of attention (e.g., mutual gaze in human–human interactions, 

explained later)  
•   As an input method, using gaze as an alternative to the keyboard and mouse    

 These various use cases are outlined in the next section.   

    The Variety of Uses of Eye Tracking in Human Computer 
Interaction 

 Research over the years has investigated eye gaze patterns while driving, fl ying, and 
reviewing X-ray images. More recently, researchers are increasingly using eye 
tracking as a method to understand  information seeking ,  searching, and browsing  
with desktop and handheld devices. The process of inferring useful information 
from eye movement recordings involves defi ning “areas of interest” over certain 
parts of a display or interface under evaluation, and analyzing the eye movements 
that fall within such areas. Using heatmaps and measures such as fi xation duration 
described in the methods section, the visibility, meaningfulness, and placement of 
specifi c interface elements can be objectively evaluated. The fi ndings can be used to 
improve the design of the interface (Goldberg & Kotval,  1999 ). For example, usabil-
ity studies in HCI routinely use eye gaze heatmaps and the sequence of eye fi xations 
to evaluate websites and designs (   Nielsen & Pernice,  2010 ). Dabbish and Kraut 
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( 2004 ) use it to assess attentional distribution to better understand awareness on 
collaborative tasks. 

 Eye tracking has also been used to study people’s  web search behaviors  (Cutrell 
& Guan,  2007 ; Granka & Rodden,  2006 ) and the relationship between mouse track-
ing and eye tracking (Rodden & Fu,  2007 ; Rodden, Fu, Aula, & Spiro,  2008 ). For 
example, Rodden et al. identifi ed different types of eye-mouse coordination behavior, 
including the mouse moving randomly without any correlation to eye movements, 
or being parked at some spot on the page, or marking something as important, or fol-
lowing the eye vertically and, to a lesser extent, horizontally. A more recent study by 
   Huang, White, and Buscher ( 2012 ) identifi ed how correlations between eye tracks 
and mouse tracks vary with time from page load, and attempted to model eye position 
from mouse position. In one of our studies (Navalpakkam & Churchill,  2012 ), we 
identifi ed eye gaze and mouse markers that are predictive of when users struggle to 
read content. Because mouse tracking is scalable (and unlike current forms of eye 
tracking, it doesn’t require the user to wear special equipment), understanding user 
attention and other behaviors through mouse tracking and in relation to eye tracking 
is becoming a hot topic of research. Certainly there are newly emerging eye tracking 
techniques that are more scalable (e.g., using embedded laptop cameras and web-
cams); however, as mentioned in the method section, these have low accuracy and 
may have particular challenges if successful, webcam-based eye tracking could have 
a big impact on HCI and other fi elds (advertising, web page optimization, marketing 
research). 

 Eye tracking can be useful in studying  social interactions , and  human–human 
conversations . Within sociological studies, eye gaze has been used to uncover the 
role of mutual gaze in the ongoing conduct of social organization and social interac-
tions (Argyle & Cook,  1976 ;    Goffman,  1964 ; Goodwin,  1984 ; Kendon,  1967 ). 
Goffman, in particular, points out that eye gaze plays a crucial role in the initiation 
and maintenance of social encounters, describing what he calls an “eye-to-eye eco-
logical huddle which tends to be carefully maintained, maximizing the opportunity 
to monitor one another’s mutual perceivings” (Goffman,  1964 , page 95). Goodwin 
and Kendon both offer detailed accounts with careful notations of the ways in which 
eye gaze is used as part of conversational turn-taking and to manage embodied 
mutual orientation within a conversation or toward a shared resource. In the context 
of human–human communication, eye gaze has been used in two ways:

•    A “measure” of interpretation (e.g., to resolve ambiguity in utterances in face-
to- face conversations, Henderson & Ferreira,  2004 ;    Tanenhaus et al.,  1995 )  

•   To place “constraints” upon interpretation (Hanna & Brennan,  2007 ) that make eye 
gaze a powerful cue about attention and intention in face-to-face communication.    

 Eye tracking has been used to determine mutual gaze achievement in video con-
ferencing and also with synthetic interface characters and on-screen avatars (Roberts 
et al.,  2009 ; Steptoe et al.,  2009 ). 

 Eye tracking has also been used as a method in Computer Supported Cooperative 
Work (CSCW) to understand and support human-to-human communication in 
mediated environments—both to better understand the process as well as to design 
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and develop systems to support coordination and collaboration. For example, work 
by Fussell and colleagues show how the transfer of gaze in remote collaboration 
scenarios (i.e., sharing a speaker’s gaze with listener by transferring or projecting it 
on the listener’s system) can be incredibly useful to support communication and 
coordination (e.g.,    Fussell, Setlock, Parker, & Yang,  2003 ; Ou, Oh, Yang, & Fussell, 
 2005 ). Further, Ou et al. ( 2005 ), Ou, Oh, Fussell, Blum, and Yang ( 2008 ), and Ou, 
Shi, Wong, Fussell, and Yang ( 2006 ) use eye gaze to predict focus of attention and 
attentional distribution in a visual setting. 

 Researchers have recently started using eye tracking to track two people (dyadic eye 
tracking) at once, and also in mobile settings to understand things like  initiative ,  lead 
and follow patterns ,  attention ,  ambiguity resolution ,  coordination failures , and so on 
(Brennan, Chen, Dickinson, Neider, & Zelinsky,  2008 ; Cherubini, Nüssli, & 
Dillenbourg,  2008 ; Gergle & Clark,  2011 ; Jermann & Nüssli,  2012 ). An ongoing topic 
of research, some of the methodological challenges that arise for dyadic (more gener-
ally, multi-person) eye tracking are discussed in Richardson, Dale, and Kirkham 
( 2007 ). 

 Finally, although oriented to more traditional web page interaction, recent work 
has used eye tracking as an investigative method to uncover patterns in human–
device interaction from the perspective of a  social engagement , rather than purely 
as cognitive information processing (Moore & Churchill,  2011 ; Moore et al.,  2011 ). 

 In addition to being used as a method to evaluate people’s interaction with 
devices and to study mediated communication (e.g., human–human communication 
through video conferencing), eye tracking has also been used as an input method 
for adaptive interfaces (Jacob & Karn,  2003a ,  2003b ). Experiments suggest that 
selection with eye gaze can be a robust input/selection technique, and in fact, eye 
selection can be faster than using a mouse. In 2007, Oyekoya demonstrated experi-
mentally that eye gaze can be a viable selection method for visual search tasks, and 
that prior experience on visual tasks with a mouse can create a “training effect” 
(Oyekoya,  2007 ). Focusing on assistive technologies and what they call “psy-
chotechnologies,” Mele and Federici ( 2012 ) outline several opportunities for eye 
tracking technologies as the underlying technology for eye gaze to be more fully 
realized as an input technique.  

    How to Do It: What Constitutes Good Work? 

 Like any other method, a clean experiment design makes eye tracking a viable 
method for understanding user behavior. 4  We describe the main aspects of a good 
eye tracking study (described in detail in Duchowski,  2007 ) with an example 
from our work below (Navalpakkam & Churchill,  2012 ; Navalpakkam, Rao, & 
Slaney,  2011 ).

4   For more details on experimental design, please see the chapter on Experimental Research in HCI 
in this volume. 
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    1.     Hypothesis : Formulate clear null and alternate hypotheses, motivate them, and 
state the underlying assumptions. 

 For example, in our case study, for  Motivation , we wished to understand how 
the presence of distracting elements on a web page affects eye gaze patterns. Our 
 Null hypothesis H0  was that eye gaze patterns on a web page do not change in 
the presence of distracting elements; our  alternate hypothesis H1  was that users 
spend more time looking at the distracting element; our second  alternate hypothesis 
H2  was that users spend more time looking at the page content.   

   2.     Design : Determine whether it is an observational study or an experimental study. 
If the latter, design control and treatment groups to test the hypotheses. Identify 
independent and dependent variables; change the independent variable’s values, 
while keeping everything else more or less a constant (thus avoiding confound-
ing factors); and measure the impact on the dependent variable. Also determine 
whether it is a within-subjects design or between-subjects design. There can be 
differences in eye movements between participants on identical tasks, thus it 
may be prudent to use a within-participants design in order to make valid perfor-
mance comparisons (Goldberg & Wichansky,  2003 ). 

 In the case study, the control group did not see any distracting elements on the 
web page. Treatment group 1 saw a moderately distracting element in the form 
of a static, irrelevant graphic on the top right of the page. Treatment group 2 saw 
a highly distracting element in the form of an animated, irrelevant graphic on the 
top right of the page, shown in Fig.  5 . A within-subject design was used, and the 
order of experimental conditions was randomized to balance familiarity and 
fatigue. Each participant saw three essays (from the Test of English Language 
Fluency) that were randomly paired with one of the graphic types. Each essay 
consisted of 300–400 words, followed by 5 factual/theme-based multiple-choice 
questions (to confi rm that users indeed read the essays and performed the task as 

  Fig. 5    This fi gure illustrates the experiment design with control group (no distractor), treatment 
group 1 (weak distractor), and treatment group 2 (strong distractor).  Source : Navalpakkam et al.,  2011        
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told), and 2 subjective questions where subjects were asked to rate their user 
experience on a scale of 1–5 for pleasantness.

   In this study, the independent variable was the level of distraction (varied 
from “none” in the control group, to “medium” in treatment 1 to “high” in treat-
ment 2). Dependent variables included the amount of time users spent looking at 
the page content and distracting element, the corresponding number of eye gaze 
fi xations, the time to fi rst eye fi xation, and the user- reported levels of pleasantness 
of experience.   

   3.     Task description : What task is assigned to the participants? Are they freely view-
ing the displays, or are they performing a task such as searching for a particular 
object in the display. The task description is a critical part of an eye tracking 
study. Its importance is highlighted in a classic study by Yarbus ( 1967 ) that 
shows how eye movements on a painting are infl uenced by the task given to the 
user, with other things kept constant. The eye tracking data shows that when 
asked to determine the ages of the people in the painting, eye gaze focused on the 
faces of people, whereas when asked to assess material circumstances of the 
family, eye gaze focused on the clothes that people wore, the furniture, and other 
features in the visual scene (see Fig.  6 ).    In our example study, the task assigned 
to participants was a reading comprehension task—“Read the article on this web 
page and answer the questions that follow.” Unknown to the participants, the 
goal of our study was to test how the presence of distracting elements on the page 
affects eye gaze. Thus we avoided any potential biasing of participants’ behavior 
that may result from them knowing the study’s goal.   

   4.     Participants ,  Apparatus, and Procedure : A good eye tracking study should include 
a description of the participants (e.g., number, age group, gender, demographics); 
compensation or incentive structure (is there a performance bonus?); apparatus 
used (eye tracker model, monitor resolution, display viewing angle, calibration 
accuracy); and procedure of the study (instructions before the study, fl ow of the 
study, posttask feedback). 

 In the case study, there were 20 participants (8 female, 12 males; residents of 
United States), aged 19–60, with normal or corrected vision. Participants were 
fl uent in English (spoken and written), and had either completed or were pursu-
ing undergraduate education. We recorded participants’ gaze patterns during 
task performance using a Tobii 1750 eye tracker (50 Hz sampling frequency), 
with a 17″ LCD monitor, set at resolution 1,024 × 768, at roughly 85 cm viewing 
distance. We collected a log of eye and mouse movement. 

 Participants were compensated as follows: a fl at payment rate for participa-
tion in the study, and in addition, $1 for every correct answer (5 questions per 
essay × 3 essays). During data cleaning, three participants were excluded for the 
following reasons: poor calibration (two did not maintain their head in the cor-
rect position), or outliers in fi xation duration or number of fi xations (3 standard 
deviations, 1 participant). 

 The study began with a 5-point calibration procedure followed by the task- 
instruction screen. This was followed by one practice essay paired with animated 
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graphics to help participants familiarize themselves with the task, types of graph-
ics, and the format of the questions in the reading comprehension test. Following 
the practice trial, participants saw three essays randomly paired with no, static, 
or animated graphics (i.e., control, treatment 1 and 2 groups in randomized 
order). At the conclusion of the study, participants were paid based on task 
performance.   

   5.     Analysis : A critical part of a good eye tracking study is conducting careful and 
appropriate analysis. Eye tracking data can be analyzed in qualitative ways 
(e.g., heatmap visualization, observing where people look) and using rigorous 
quantitative methods. The latter consists of defi ning areas of interest and extract-
ing measures for each area of interest, such as the number of eye fi xations, dura-
tion of eye fi xations, number of saccades, time to fi rst fi xation, and number of 
backward saccades (called “regressions,” suggesting confusion or distraction). 
As mentioned later under challenges, defi ning and determining areas of interest 
(AOIs) for analysis can be highly complex as one moves toward dynamic and/or 
longer-term tasks. It is much easier for a stable, 2D image, with predefi ned areas 
of interest where we want to analyze gaze. If interested in questions such as 
“where does the user look next,” one could also look at the temporal ordering of 
eye fi xations by extracting transition probabilities P(x,y), which describe the 

  Fig. 6    Eye movements given different tasks—From Yarbus ( 1967 )       
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probability that the user will look next at display item or location “y,” given that 
she is currently looking at item or location “x.” Navalpakkam et al. (    2011 ) offer 
an example of using the above eye tracking metrics and analysis in the context of 
understanding and modeling how image presence, position, and user interest 
drive the way users attend to and select online news content. More common types 
of analyses such as heatmaps and fi xation metrics are illustrated below with an 
example from the case study. 

 Figures  7  and  8  show that users spend more time processing the page content 
as the amount of distraction on the page increases. Similar effects were observed 
with mouse tracks as well. For easy comparison, we overlay the heatmaps on the 
same image; however, note that in the “no” distraction condition, there was no 
graphic on the right-hand side of the page.

    A particularly interesting fi nding in the study was that more time on page is 
not always good. We found that users spent more time on page in the high dis-
traction condition, but they reported being more annoyed (very low pleasantness 
scores). Analysis of eye tracking data revealed that the increased time was due to 
struggle in reading, and increased cognitive effort in processing the content in 
the presence of a highly distracting graphic. For example, in Fig.  8 , although the 
highly (animated) distracting element was noticed earlier in time (panel C), it 
was rejected faster (panel B), and users spent more time processing and re-reading 
the page content (panel A), which is an indication of struggles with reading. The 
authors further show in the paper that further, these eye tracking patterns can 

  Fig. 7    Example of heatmap from Navalpakkam et al., CHI  2011        

  Fig. 8    Example eye tracking measures for the distraction study       
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predict subjective assessments, like user frustration with high accuracy. Further 
details can be found in the paper itself (Navalpakkam et al.,  2011 ).   

   6.    Clarify assumptions: Finally, one must clarify the assumptions underlying the 
conclusions from the data. For example, a common assumption is that the amount 
of time spent looking at an item on page refl ects the amount of user attention and 
cognitive processing on that item—more time spent is assumed to imply more 
attention and deeper cognitive processing. While this assumption is reasonable 
for most    scenarios, as has been discussed already eye fi xation and gaze duration 
are sometimes not correlated with the depth of the user’s cognitive processing. 
For example, sometimes people look up when they concentrate or are conducting 
hard mental operations. Assumptions about the correlations between eye gaze 
direction, focus, and time must be examined, and we must be cautious about 
over-generalization.      

    Today’s Challenges 

 The dynamic nature of modern computer interfaces provides a technical challenge 
for studying eye fi xations. For example, with pop-up messages, animated graphics, 
and user-initiated object movement and navigation, objects can move around a 
screen, or move off of 2D screens. As a result, the defi nition of areas of interest 
becomes a challenging problem. Knowing that a person was fi xating 10° above and 
5° to the left of the display’s center does not allow us to know what object the person 
was looking at in the computer interface unless we keep track of the changes in the 
computer display. Analysts must bear this in mind while considering dynamic 
 displays. Recent software packages sold by the various eye tracking vendors now 
have defi nable areas of interests that can change over time, but even those often 
must be generated post hoc. Gergle and Clark ( 2011 ) suggest another solution that 
couples eye tracking with vision tracking techniques by using “objects of interest” 
as opposed to static areas of interest.  

    Conclusions 

 As modern computer interfaces continue to shrink in size (from desktops to laptops 
to tablets to phones) and become more mobile, understanding how users process 
information as they move around in the world becomes important. Upcoming 
 technologies like webcam-enabled eye tracking are exciting and offer hope, but 
need to deal with challenges in calibration and accuracy (that are rendered diffi cult 
due to varying distance between user and device, varying head pose, and lighting 
conditions). 

 Finally, as Chi and colleagues ( 2009 ) have discussed, ideally, eye tracking methods 
should possess the following factors:
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    1.    Accuracy   
   2.    Reliability   
   3.    Robustness   
   4.    Non-intrusiveness   
   5.    The possibility for free head movements   
   6.    No prior calibration   
   7.    Real-time response    

  We add to this list that eye tracking methods should be

    8.    Work for Dynamic displays   
   9.    Allow for study participants’ mobility   
   10.    Be Scalable     

 Achieving all of these factors in one system is not yet possible as systems still 
require calibration, and because there are accuracy-intrusiveness and accuracy- 
scalability trade-offs. However, it is possible to imagine, as cameras improve and 
mounts for mobile eye trackers become increasingly lightweight, that we will see 
the emergence of more powerful eye tracking opportunities in the future. With these 
we will be able to more accurately discern and assess degree of attention, level of 
interest, and management of cognitive and social interaction.  

    Exercises 

     1.    Unlike regular experiments, what do experiments with eye tracking have to begin 
with? How is this done?   

   2.    When is the eye’s direction not a good indicator of what the person is looking at 
or thinking about? How would you separate those from “real” perception?         
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           Overview of Log Data and Analysis in HCI 

 Behavioral logs are traces of human behavior seen through the lenses of sensors 
that capture and record user activity. They include behavior ranging from low-level 
keystrokes to rich audio and video recordings. Traces of behavior have been gath-
ered in psychology studies since the 1930s (Skinner,  1938 ), and with the advent of 
computer- based applications it became common practice to capture a variety of 
interaction behaviors and save them to log fi les for later analysis. In recent years, 
the rise of centralized, web-based computing has made it possible to capture 
human interactions with web services on a scale previously unimaginable. Large-
scale log data has enabled HCI researchers to observe how information diffuses 
through social networks in near real-time during crisis situations (Starbird & Palen, 
 2010 ), characterize how people revisit web pages over time (Adar, Teevan, & 
Dumais,  2008 ), and compare how different interfaces for supporting email organi-
zation infl uence initial uptake and sustained use (Dumais, Cutrell, Cadiz, Jancke, 
Sarin, & Robbins,  2003 ; Rodden & Leggett,  2010 ). 

 In this chapter we provide an overview of behavioral log use in HCI. We high-
light what can be learned from logs that capture people’s interactions with existing 
computer systems and from experiments that compare new, alternative systems. 
We describe how to design and analyze web experiments, and how to collect, clean 
and use log data responsibly. The goal of this chapter is to enable the reader to 
design log studies and to understand results from log studies that they read about. 
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    What Are Behavioral Logs? 

 In HCI research behavioral logs arise from the activities recorded when people 
interact with computer systems and services. Behaviors of interest can include: low- 
level actions such as the keystrokes used when interacting with a productivity appli-
cation; the content viewed in web browsers or e-readers; the search queries and 
result clicks captured by web search engines; browsing patterns and purchases on 
e-commerce sites; content generated and shared via social media; the history of 
edits to wikis or other documents; detailed traces of eye gaze position when playing 
a computer game; physiological responses when driving; etc. 

 An important characteristic of log data is that it captures actual user behavior and 
not recalled behaviors or subjective impressions of interactions. While logs can be 
captured in laboratory settings, they are increasingly captured at a much larger scale 
in situ as people interact with applications, systems, and services. Behavioral obser-
vations can be collected on a client machine or on remote servers. Client-side log-
ging can be included in operating systems, applications such as browsers or e-readers, 
or special purpose logging software or hardware. Server-side logging is commonly 
used by service providers such as web search engines, e-commerce sites, or online 
courses. Some behavioral logs are publically available (e.g., Wikipedia content and 
edit history, Twitter posts, Facebook public feeds, Flickr photos, and Pinterest col-
lections), but many are private, available only to individuals or service providers.  

    What Can We Learn from Behavioral Logs? 

 To understand what HCI researchers and practitioners can learn from behavioral 
logs, it is useful to compare them with other types of data. This book summarizes 
many different HCI methods for understanding behavior and improving design. 
In Table  1  we highlight a simplifi ed view of a few approaches, described in more 
detail in other chapters, which are useful to contrast with log studies. The two 
dimensions represented in the table are: (1) whether the studies are observational or 
 experimental, and (2) the naturalness, depth and scale of the resulting data.

   Table 1    Different types of user data in HCI research   

 Observational  Experimental 
 Lab Studies 
  Controlled interpretation of behavior 

with detailed instrumentation  
 In-lab behavior 

observations 
 In-lab controlled tasks, 

comparison of systems 
 Field Studies 
  In the wild ,  ability to probe for detail   Ethnography, case studies, 

panels (e.g., Nielsen) 
 Clinical trials and fi eld 

tests 
 Log Studies 
  In the wild ,  little explicit feedback but 

lots of implicit signals  
 Logs from a single system  A/B testing of alternative 

systems or algorithms 
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    Lab Studies  represent the most controlled approach. In lab studies participants 
are brought into the laboratory and asked to perform certain tasks of interest. 
Demographic and other data can easily be collected about participants. The lab set-
ting affords control of variables that are not of interest and enables detailed instru-
mentation of novel systems that could not be easily deployed more broadly. 
Researchers can learn a good deal about participants and their motivations in this 
way, but the observed behavior happens in a controlled and artifi cial setting and 
may not be representative of behavior that would be observed “in the wild.” For 
example, a person may invest more time to complete a task in the lab than they 
might otherwise to please the investigator (Dell, Vaidyanathan, Medhi, Cutrell, & 
Thies,  2012 ). In addition, laboratory studies are often expensive in terms of the time 
required to collect the data which limits the number of different people and systems 
that can be studied. Lab studies can be either observational, examining interactions 
with a specifi c system of interest, or experimental, comparing two or more vari-
ables or systems. 

  Field Studies  collect data from participants in their natural environments con-
ducting their own activities, and, commonly, periodically ask them for additional 
information. Data collected in this manner tends to be less artifi cial than in lab stud-
ies but also less controlled. As with lab studies, demographic and other data can be 
collected about participants, but the researcher may still interfere with people’s 
interactions by asking them about what they are doing. Field studies can be obser-
vational (e.g., where TV watching behavior is recorded for Nielsen panelists) or 
experimental (e.g., in clinical trials where new medical treatments are compared 
with a control). 

  Log Studies  collect the most natural observations of people as they use systems 
in whatever ways they typically do, uninfl uenced by experimenters or observers. 
As the amount of log data that can be collected increases, log studies include many 
different kinds of people, from all over the world, doing many different kinds of 
tasks. However, because of the way log data is gathered, much less is known about 
the people being observed, their intentions or goals, or the contexts in which the 
observed behaviors occur. Observational log studies allow researchers to form an 
abstract picture of behavior with an existing system, whereas experimental log stud-
ies enable comparisons of two or more systems. 

 Log studies are a valuable complement to other kinds of studies for several rea-
sons. They represent traces of naturalistic human behavior uninfl uenced by observ-
ers. Because log data provide a portrait of uncensored behavior, they give a more 
complete, accurate picture of all behaviors, including ones people are unlikely to 
talk about or remember accurately. Early analyses of web search logs, for example, 
found that searches for porn were common and were associated with different inter-
action patterns than other types of search (   Silverstein, Henzinger, Marais, & Moricz, 
 1998 ). Similarly (Teevan, Adar, Jones, & Potts,  2007 ) observed that many queries 
were repeated, a behavior that would probably not be seen in the lab. 

 Logs also have the benefi t of being easy to capture at scale. While laboratory and 
fi eld studies typically include tens or hundreds of people, log studies can easily 
include data from tens or hundreds of millions of people. This large sample size 
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means that even small differences that exist between populations can be observed. 
In particular, large-scale logs give a good picture of unusual but important behavior 
that is hard to capture in smaller studies. For example, if fewer than 1 in 100 people 
click on banner advertisements, a lot of effort would be required to collect a reliable 
number of such clicks in a laboratory setting. In contrast, the behavior can be sig-
nifi cantly and reliably understood in web browser logs where there are millions of 
clicks on advertisements. As another example, student behavior logged during mas-
sively online courses can provide detailed insight into individual learning strategies 
and how they relate to educational success. 

 In spite of the benefi ts, logs have disadvantages, including non-random sampling 
(people must choose to use the system), uncontrolled tasks, and the absence of 
annotations to indicate motivations, success, or satisfaction. Logs provide a good 
deal of information about  what  people are doing but much less about  why  they are 
doing so and whether they are satisfi ed. This must be taken into account in analyses 
and complemented by other techniques to provide a more complete understanding 
of behavior. 

 In the remainder of this chapter, we describe in more detail large-scale log 
 studies, providing examples of observational (section “ Observational Log Studies: 
Understanding Behavior Through Log Analysis ”) and experimental (section 
“ Experimental Log Studies: Comparing Alternative Systems Through Log 
Analysis ”) approaches, and discussing how to collect, clean (section “ Collecting, 
Cleaning, and Using Log Data ”), and share log (section “ Using Log Data 
Responsibly ”) data. While publically available log data such as Wikipedia edit his-
tory or Twitter posts can support interesting observational analyses, there are fewer 
reports of large-scale experimental design and analysis, so we cover this aspect in 
particular detail. Most of the examples that we present in this chapter come from our 
own experiences in collecting and analyzing large-scale behavioral logs from web 
search engines, but the methods are more broadly applicable.   

     Observational Log Studies: Understanding 
Behavior Through Log Analysis 

 Most analyses of log data collected through observational studies provide a descrip-
tive overview of human behavior. Simply observing behavior at scale provides 
insights about how people interact with existing systems and services, often reveal-
ing surprises. For example, an early analysis of more than a million web searches 
found that queries were short, averaging only 2.35 terms, and that over 80 % of all 
queries did not include advanced operators (Silverstein et al.,  1998 ). Although these 
fi ndings are consistent with what we expect for web search today, they were initially 
quite surprising because they differed from previous observations of search con-
ducted in other contexts, such as in libraries. Librarians tended to issue queries that 
were much longer and included many more advanced operators. Another important 
observation from early web search engine logs was that query frequency was not 
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uniform. Some queries were asked frequently (the 25 most common queries in the 
Silverstein et al. study accounted for 1.5 % of all queries), while others occurred 
very infrequently (64 % of the queries occurred only once). For additional results 
from observational studies of web search logs, we recommend (Jansen,  2006 ; 
Silverstein et al.,  1998 ; Spink, Ozmutlu, Ozmutlu, & Jansen,  2002 ). 

 When analyzing log data, researchers extract a variety of metrics.  Metrics  are 
measurable quantities that matter to the users or system stakeholders. Metrics can 
emerge directly from the data, such as, in the case of search, query length or fre-
quency. However, other metrics can be computed that allow researchers to infer 
information that is not directly represented in the raw data. For example, researchers 
have developed behavioral proxies for search success based on clicking and dwell-
ing behavior (Fox, Karnawat, Mydland, Dumais, & White,  2005 ). While inferences 
based on such analyses can be noisy and imperfect, the large scale of log data can 
overcome distortions due to randomness. Noise due to factors that are not systemati-
cally related to the phenomenon of interest tends to even out with a large number of 
observations. 

 In order to place descriptive metrics in context, it is necessary to compare them to 
similar metrics for different contexts. For this reason, the process of learning about 
user behavior from log data typically involves partitioning the data into meaningful 
subsets, called  partitions , and comparing across the different partitions. There are 
many different ways behavioral log data can be partitioned, including by language 
(Ghorab, Leveling, Zhou, Jones, & Wade,  2009 ), geography (Efthimiadis,  2008 ), 
device (Baeza-Yates, Dupret, & Velasco,  2007 ), time (Beitzel, Jensen, Chowdhury, 
Grossman, & Frieder,  2004 ), and user (Kotov, Bennett, White, Dumais, & Teevan, 
 2011 ; Teevan et al.,  2007 ). Log data can also be partitioned by system variant, where 
behavior is observed under two different system conditions, such as when compar-
ing two different user interfaces. How to successfully partition, collect, and analyze 
experimental data from system variants is discussed in section “ Experimental Log 
Studies: Comparing Alternative Systems Through Log Analysis .” 

 Two common ways to partition log data are by time and by user. Partitioning  by 
time  is interesting because log data often contains signifi cant temporal features, 
such as periodicities (including consistent daily, weekly, and yearly patterns) and 
spikes in behavior during important events. It is often possible to get an up-to-the- 
minute picture of how people are behaving with a system from log data by compar-
ing past and current behavior. For example, researchers can accurately predict the 
strength of seasonal fl us based on search engine log data with a lag of only 1 day 
(Ginsberg, Mohebbi, Patel, Brammer, Smolinski, & Brilliant,  2009 ). In contrast, the 
Center for Disease Control and Prevention (CDC) typically reports such informa-
tion with a 1–2 week lag. Care must be taken when partitioning log data by time 
because logs contain observations from many different time zones. This is discussed 
in greater detail in section “ Collecting, Cleaning, and Using Log Data .” 

 It is also interesting to partition log data  by user characteristics . For example, 
researchers have looked at how advanced search users compare with novices (White 
& Morris,  2007 ), and how domain experts use different vocabulary, resources, and 
strategies than people who do not know about a domain (White, Dumais, & Teevan, 
 2009 ). In addition to comparing across users, it is also possible to look for patterns 
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of behavior within an individual. In this way, researchers have discovered that 
 people often return to common topics when they search (Kotov et al.,  2011 ) and 
even repeat the same query over and over again (   Teevan et al.,  2007 ; Tyler & Teevan, 
 2010 ). One challenge with partitioning data by user is that it can be hard to accu-
rately identify a user from log traces, and we discuss common ways this is done in 
section “ Collecting, Cleaning, and Using Log Data .” 

 Ideally the log partitions will be similar in all aspects other than what is being 
studied, to control for other factors potentially infl uencing the observed differences. 
It is useful to run a sanity check across partitions to confi rm that metrics that should 
be consistent actually are. For example, White et al. ( 2009 ) examined differences in 
search strategies and outcomes for domain experts as compared to novices. Within 
the domain of interest, experts used different vocabulary, visited different sites, 
used different strategies, and achieved higher success. But, outside their domain of 
expertise, there were no differences in search performance, indicating that differ-
ences were isolated to the variable of interest and not to more general differences 
between the groups. 

 Although many useful things can be learned from observational log analysis, 
there are drawbacks to the approach. For one, rarely is there much information 
about the people who generate the data; not their age, gender, or even whether 
events observed at different times or on different machines are from the same per-
son. Even less is known about user motivations. Logs cannot tell us people’s intent, 
success, experience, attention, or beliefs about what is (or is not) happening. For 
example, when a person leaves a search page without clicking anything, it could be 
because they could not fi nd what they were looking for, or it could be because the 
content presented on the result page was suffi cient to satisfy their information need. 
As another example, click entropy, or the variation in what people click following 
a query, is often used as a proxy for how ambiguous a query is. However, while 
variation in clicks can arise due to variation in intent, it can also be caused by 
changing results or an ambiguous need that requires synthesis across multiple pages 
to meet (Teevan, Dumais, & Liebling,  2008 ). We also do not know when people are 
confused. For example, a person may inadvertently switch from general web search 
to image search, yet still believe they are searching the entire web when they issue 
a query. 

 Additionally, when a system uses log data to drive its own performance, people 
may have ulterior (often adversarial) motives to create artifi cial traces. For exam-
ple, if a search engine boosts results that are consistently clicked on for a query 
towards the top of the ranked list, then spammers may game the system by repeat-
edly clicking a result solely for the purpose of boosting its rank (Fetterly, Manasse, 
& Najork,  2004 ). 

 One way to mitigate such limitations is by controlling for as many external fac-
tors as possible. In the case of query ambiguity, for example, appropriate metrics 
will consider not just click entropy but also the entropy of the results returned and 
the average number of clicks per user. This kind of deep analysis is best done by 
examining a sample of the user traces directly (often by a hand examination of a 
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representative sample) and not just computing metrics over them, so the researchers 
can be sure that important insights have not been lost in the averaging of millions of 
data points. We describe more about how to look at and clean data is discussed in 
section “ Collecting, Cleaning, and Using Log Data .” 

 Another way to better understand what is going on within log data is to supple-
ment the logs by capturing context that may not be directly represented. Capturing 
as much contextual data as possible up front, including the version of the system 
being interacted with and what users of the system actually see, can be critical to 
understanding log data or comparing data collected at different points in time. 
Additionally, log data can be enhanced with insight about what the user is doing via 
fi eld trials or critical incident studies. For example, Broder ( 2002 ) conducted a criti-
cal incident study in which users were occasionally interrupted with a pop up win-
dow asking the motivation behind the query they had just issued. This led to the 
classifi cation of queries as navigational (i.e., targeted at getting to a particular web 
page), informational (i.e., intended to fi nd information that is present in one or more 
pages), or transactional (i.e., intended to perform a web-mediated activity). 

 Even when the log data is very rich, researchers should not rely solely on logs to 
understand user behavior. Converging methods can help confi rm and provide 
insight into what is learned from log data. Methods that complement log analysis 
include usability studies, eye tracking studies (see Eye Tracking in HCI: A Brief 
Introduction, this volume), fi eld studies, diary studies, retrospective analysis (see 
Looking Back: Retrospective Study Methods for HCI, this volume), and surveys 
(see Survey Research in CHI, this volume). For example, Teevan and Hehmeyer 
( 2013 ) analyzed the logs of a popular enterprise communication system that infers 
and projects availability state of users. They found that people were signifi cantly 
more likely to answer the phone when their status indicated that they were busy, but 
were unable to tell from the logs why this was the case. By conducting a comple-
mentary survey study they discovered that busy people perceived incoming phone 
calls as particularly important because they knew the caller chose to call as opposed 
to email. The survey helped to explain the rich, real-world picture provided by the 
log fi les, and gave a view into communication behavior that would not have been 
possible otherwise. 

 In addition to inspiring complementary studies and suggesting interesting areas 
for further research, the results of observational log studies make it possible to 
design computer systems that support people’s actual behavior rather than their pre-
sumed behavior. For example, search engines were designed to cache search result 
pages because query log analysis revealed that only a handful of unique queries 
represent a signifi cant portion of search engine traffi c (Silverstein et al.,  1998 ). 

 Log data can also be used to test hypotheses that researchers develop about user 
behavior. Lau and Horvitz ( 1999 ) used log data to learn a probabilistic model of 
how users refi ne their queries over the course of a session, and then evaluated how 
well they could predict the next action in a sequence using log data. Likewise, 
Kotov et al. ( 2011 ) used log data to learn a predictive model of whether web search-
ers were likely to return to their current search task sometime in the future. To 
avoid over-fi tting, models should be learned from a subset of log data and evaluated 
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on data that is similar in characteristic to (but not the same as) the data used to 
 construct the model. 

 All of the studies described above rely on logs recorded from existing systems. 
As such, the fi ndings are limited to understanding existing interactions. It is impos-
sible to learn from observational log analysis how people might interact with a dif-
ferent system. For example, people may want to use facets to navigate web search 
results, fi ltering results by how recent the content is or the quality of the web site. 
But search logs cannot reveal this because people do not currently have the option 
to use facets. Similarly, people might want to search for old posts on Twitter, but this 
behavior is rarely observed (Teevan, Ramage, & Morris,  2011 ). This could be 
because old posts are not interesting, or it could be an artifact of the fact that the 
Twitter search interfaces currently only returns the most recent tweets. Observational 
log analysis can only reveal what people do with the tools they have. A richer way 
to test hypotheses that allows researchers to explore new interaction paradigms is to 
vary the system users interact with in an experimental framework, and compare how 
the logged behavior differs across system variants. This is discussed in detail in the 
next section.  

      Experimental Log Studies: Comparing Alternative 
Systems Through Log Analysis 

 To understand how people react to different user experiences, a typical approach is 
to run an in situ experiment designed to compare behavior across different system 
variants. Web experiments are commonly used to understand and improve a variety 
of services (Kohavi, Longbotham, Sommerfi eld, & Henne,  2009 ; Tang, Agarwal, 
O’Brien, & Meyer,  2010 ) and may be colloquially called  A / B tests  (meaning com-
paring system A with system B) or  bucket tests  (because users are “bucketed” into 
different user experiences, from the term “hash bucket”). 

 Log-based experiments are often the only way to evaluate small changes to a 
system (e.g., a change in font; a change in the text label on a button or in a status 
message) and can also be useful to evaluate larger changes (e.g., complete redesign 
of a site’s page layout or a change in the workfl ow to complete a task). The nature 
of an experiment and its analysis differ as a function of the change being studied. 
Large changes tend to produce noisier data and thus require more data points to get 
a statistically reliable signal. For small changes, the analyst will usually be able to 
identify a small number of metrics that should improve for the design change to be 
considered a success. In the case of a major change, the analyst may have metrics 
specifi c to the goals of the particular experiment (e.g., how many people completed 
the task fl ow; how much time people spent on the newly redesigned site), but may 
also need to look at a broad suite of metrics, particularly since a priori hypotheses 
about how behavior will change are harder to arrive at. Even if tools that automati-
cally compute typically useful metrics are available [e.g., Google Analytics (Google, 

S. Dumais et al.

Gang Wang


Gang Wang


Gang Wang




357

 2012 )], the researcher may need to conduct a custom analysis for a large change. 
If the goal of a redesign is to move clicks from one category of UI element to a dif-
ferent one (e.g., changing from clicks on elements that move one forward to clicks 
on elements that invite deeper exploration), then a custom analysis that looks at 
exactly those clicks will be needed. 

 Sometimes it feels that doing a formal experiment to compare two approaches is 
unnecessary because the answer is obvious (typically that the new design is “bet-
ter”). Experience says otherwise: those of us accustomed to doing log analysis have 
many times seen the outcome of an experiment differ from the supposedly obvious 
answer. For example, changing a text button’s font to make it more visible and more 
likely to be clicked may backfi re if instead it makes the button seem not to be a 
clickable object. Moreover, even when the intended outcome does occur, there can 
be unanticipated side effects. For example, people may use additional information 
available in one of the conditions, such as automatic spell correction in search, but 
are slowed down because they feel compelled to click through to the results for their 
misspelled query. Side effects are typically not easily predicted, but may be impor-
tant enough to overpower the positive aspects of a change. Without an experiment 
and examination of a broad set of metrics, a team may not discover tradeoffs inher-
ent in a proposed change. 

 The basics of log data collection are covered in section “ Data Collection .” We 
next cover how to design an experiment that will give valid results (meaning if it 
were repeated by a different set of experimenters, similar results would be expected) 
and the basics and common pitfalls of analyzing experiments. 

     Defi nitions 

 In order to talk about experiments we need to have a common language. Here are a 
few important defi nitions that are important in understanding server-based web 
experiments:

    Request : A user action or user request for information. For web applications, a new 
web page (or change in the current page) is requested via a set of parameters (this 
might be a query, a submit button at the end of a form, etc.). The result of the 
request is typically the unit of analysis that the researcher is interested in (e.g., a 
query, an email message displayed, a program being debugged).  

   Cookies : A way of identifying a specifi c session in a browser. We typically equate a 
cookie with a user, but this is an important source of bias in log studies as 
described in more detail in section “ Collecting, Cleaning, and Using Log Data .”  

   Diversion : How traffi c is selected to be in a particular experimental condition. 
It might be random at the request level; it might be by user id, by cookie, or as a 
hybrid approach, by cookie-day (all requests from a given cookie are either in or 
out of the experiment each day). Typically experiments for user experience 
changes are user-id or cookie based.  
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   Triggering : Even if a request or cookie is in the experiment, the experimental change 
may not occur for all requests. For example, if the change is to show the current 
weather at the user’s location on weather-related queries, this will only trigger on 
the small fraction of queries that are weather related; all conditions in the experi-
ment will provide identical experiences for other queries. On the other hand, for 
an experiment that changes the size of the logo shown in the upper left of all 
pages, all requests diverted into non-control conditions will trigger the change.     

    Experiment Design 

 A web-based experimental condition diverts some subset of the incoming requests 
to an alternate processing path and potentially changes what is shown to the user. 
A control condition diverts some subset of incoming requests, but does not change 
what is shown to the user. For example, in an experiment that explores the effect of 
the size of the logo in the upper left corner of the page, the control would leave the 
logo unchanged, one experimental condition would increase the size of the logo, 
and another condition would decrease the size of the logo. 

 The design of an experiment begins with a set of questions to be answered. 
In HCI experiments, the question will be a variant of, “Will this user experience be 
better for users (in some way that needs to be defi ned and quantifi ed) than another 
experience (which might be the existing experience)?” “Better” may be defi ned, for 
example, as getting results faster, or it may be defi ned as being more fun, resulting 
in people spending more time on the site. A log experiment only makes sense with 
specifi c, concrete research questions. For a small change, this is likely to be easy; 
for example, if a UI manipulation changes the font of the text on the page, the asso-
ciated hypotheses will most likely have to do with engagement with the page. But 
with a larger change, such as changing the location and wording of links on the 
homepage of a site, it is harder to attribute changes in behavior to specifi c changes 
made. For example, one result of the page layout change might be that more people 
click on the “Contact Us” link. First, are more clicks on “Contact Us” good? Second, 
if the primary metrics for this experiment are site-wide—e.g., how much time do 
people spend on the site? Do they end up engaging with the site in a way that repre-
sents the core purpose of the site?—how does the improved access to the Contact Us 
page contribute to that metric, and is it a positive or negative contribution? 

 Questions such as these still needs to be turned into testable hypotheses about the 
qualitative and quantitative behavioral changes expected. For example, the experi-
menter may hypothesize that the condition with a large red button reading “sign up” 
will result in signifi cantly more signups. There may be several testable hypotheses 
that relate to different metrics. Alternatively, if the goal is to explore a space of 
design choices (e.g., whether a button 1, 2, or 3 in. tall results in the most signups), 
there may not be specifi c predictions beyond the expectation that behavior will dif-
fer across the conditions. 
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 Testable hypotheses will lead to a set of conditions to test. A condition may or 
may not be “user visible” (one might experiment with different delays in delivering 
the page, which changes the user experience but not in a visible way), or even “user 
noticed” (a change in the order of search results on a page will not be noticed unless 
a user can see results from more than one condition in the experiment). 

 A special condition is one designated as the  control . The control is the “baseline” 
user experience to which the “new, improved” experience is being compared. 
Typical controls in web experiments include the existing treatment of a feature, or 
to not show a feature shown in another condition. If there are two novel treatments, 
neither can be considered the control—there needs to be a third condition to serve 
as the control. In some experiments, there may be multiple controls. 

 In an ideal world one would test a set of parameters (the simplest case being one 
two-level parameter: feature X is “on” or “off”) and all the factorial combinations 
of them. In practice, only a subset of the possible combinations is tested. This 
may be:

    A practical constraint : if the parameters are the background color of the page and 
the text color, setting both to the same value produces an unreadable page,  

   A logical constraint : neither a large nor a small image makes sense for the condition 
where no image is shown, or  

   A resource constraint : there may not be enough traffi c to make statistically mean-
ingful comparisons among a large number of different conditions unless the 
experiment is run for an unrealistically long time.    

 Because of this log experiments are seldom factorial experiments and are typi-
cally analyzed as a set of pairwise comparisons with the appropriate control. 

 We have covered the aspects of experimental design that are determined by the 
study’s research questions; next we discuss aspects that infl uence the analysis phase 
or have pragmatic signifi cance.  

    Making Conditions Comparable 

 A good deal of experiment analysis depends on having a control condition that is 
directly comparable to the experimental conditions. However, this is often more 
complex than imagined. There are a variety of ways that comparisons between con-
ditions go wrong. 

 It is important to run all conditions in the experiment concurrently, if possible. 
It may be tempting to run the control and the experimental conditions at different 
times, because the traffi c to the site being experimented on is low, and it is less work 
to change the user experience for the entire site than it is to randomly divert traffi c 
to several different versions of the site. However, all sorts of things can happen that 
make those time periods different: a major event that relates to the site (e.g., a sports 
event for a sport related site); a signifi cant shopping period, like Valentine’s Day; a 
situation that causes people to be on-line more (or less). If the site attracts visitors 
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from many different countries, the experimenter may not even be aware of all the 
relevant holidays or important news events. 

 Users should be assigned to conditions by some random process, not by, for 
example, an opt-in process. Opt-in can be useful for getting feedback on how well a 
particular user experience works, but this approach does not constitute a valid 
experiment. Participants in the experimental condition will be people who are early 
adopters, interested in technology, and perhaps need the feature being provided. The 
control will be full of people who do not like change, could care less about the latest 
technology and might fi nd the new feature gets in the way of what they want to get 
done. These two groups will likely behave differently even with identical user inter-
faces, and we cannot accurately attribute the differences we see to the new user 
experience. In addition, the experiment is only measuring the reactions of a fraction 
of the intended population. 

 There are, of course, many other ways the various conditions may differ subtly. 
All conditions should be diverting on people from the same countries, speaking the 
same language, on the same types of devices (e.g., tablets are different from desk-
tops). Similarly, all requests need to be assigned to conditions by the same method: 
request (every incoming request is randomly and independently assigned to a condi-
tion), cookie (all requests from a single cookie are in a particular condition through-
out the entire experiment), or cookie-day (within a day, requests from a cookie are 
in a specifi c condition, but each day which condition the cookie is in is randomly 
selected). The decision about which method to use for assignment is a tradeoff 
among the need for consistency in user experience, possible changes due to learn-
ing, and independence of observations (e.g., those based on cookies or cookie-day 
assignments are not independent). 

 The idea of  counterfactuals  is important in designing and analyzing log experi-
ments. Often the experimental change in user experience does not occur for every 
request. As described earlier, if the feature is to show the current weather whenever 
the user searches for “weather,” people in the experimental condition will only see 
the weather information for a small fraction of searches. The counterfactuals are the 
requests where the person  would  have seen weather information if they had been in 
the experimental condition, but did not, because they were in the control. Thus it is 
very important to mark the counterfactual events in the control logs. This enables 
the analyst to easily identify the comparable subset of requests. Otherwise, any 
effects on the small subset of searches which change will be diluted in the larger 
body of unchanged behavior.  

    Experiment Sizing 

 Experiment sizing is about determining the power the experiment requires in order 
to detect differences of interest (Huck,  2011 ). A power calculation (Wikipedia: 
 Power ) is the number of observations needed to see a statistically reliable differ-
ence, assuming one exists. This determines the minimum number of data points 
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needed in each condition of the experiment. One reason experimenters want to 
 control for size is that log experiments are typically run with real-world customers 
and carry the risk of a negative user experience, so effi ciently discovering whether 
the experience is positive or negative is important. 

 When sizing log experiments it is important to recognize that the kinds of 
changes we typically want to measure (e.g., a 5 % increase in the number of visitors 
who book a hotel room, a 3 % increase in the number of visitors who sign up for the 
newsletter or sign the petition) require large numbers of observations. This is in part 
because the changes are often small. But the larger issue is that log data is extremely 
noisy. It is an amalgam of people doing what appear to be the “same” actions, but 
with very different tasks and intents behind them. And in many cases, they come 
from multiple countries, with different languages, different cultural assumptions, 
etc. Thus, we often need tens of thousands of observations or more to get signifi cant 
results, sometimes a lot more. 

 Given the need for very large numbers of observations to get statistically reliable 
results, it can be frustrating to run an experiment and discover that while the control 
and experiment conditions differ by an amount that would be considered practically 
meaningful, those differences are not statistically meaningful. 

 To estimate the number of observations needed to detect differences that are 
“interesting,” the analyst needs to determine:

 –    The metric(s) of interest,  
 –   For each metric, the minimum effect size change that the experiment should be 

able to detect statistically, e.g., a 2 % change in click-through rate,  
 –   For each metric, the standard error.    

 Each of these is explained further below. 
 Deciding what effect size matters can be a challenge until an analyst or group has 

carried out enough experiments to know what level of change is practically impor-
tant. But a larger problem is how to estimate the standard error, especially for met-
rics that are a ratio of two quantities (e.g., CTR (click-through-rate)—the number of 
clicks/number of queries). The most common problem arises when the unit of anal-
ysis is different than the experimental unit. For example, for CTR, the unit of analy-
sis is a query, but for cookie-based experiments (as most user experience experiments 
will be), the experimental unit is a cookie (a sequence of queries) and we cannot 
assume that queries from the same cookie are independent. There are a variety of 
ways to calculate the standard error when the observations are not independent—
two common ones are the delta method (Wikipedia:  Delta method ) and using “uni-
formity trials” (Tang et al.,  2010 ). 

 Sizing is also impacted by the triggering rate, i.e., the fraction of the traffi c that 
the experimental change actually impacts (see defi nition in section “ Defi nitions ”). 
If a particular experimental change impacts only 5 % of the traffi c, then it will take 
20 times as long to see an effect than if the change happens on all the traffi c. Table  2  
shows the effect that different triggering rates have on the number of observations 
(queries) needed to see an effect. Column 5 shows that more queries are required for 
lower triggering rates, and Column 7 shows that if counterfactuals are not logged 
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even more queries are required since experimental differences are diluted by all the 
observations that are the same across conditions. In practice, it helps to have some 
historical information to make an educated guess about what the triggered fraction 
will be in calculating the number of (diverted) observations needed for the given 
power level.

       Interpreting Results 

 Once the experiment has been designed, users have been exposed to the experimen-
tal variants, and information has been logged about their behavior, the researcher 
needs to perform the analyses that will answer the original experimental questions. 

  Sanity Checks : The analyst’s fi rst task is to make sure that the data makes sense. An 
initial step is to calculate means, standard deviations, and confi dence intervals for 
the metrics of interest. This may be done via a dashboard, such as in Google 
Analytics, via a script written in a general purpose language such as Python, or in a 
special purpose language specifi cally optimized for log analysis [e.g., map-reduce 
languages, such as Hadoop (Wikipedia:  Hadoop )]. It is particularly important to 
look at overall traffi c in all the conditions, which should be the same with random 
assignment. If there are differences in overall traffi c across conditions, be sure to 
rule out the many artifacts (including bugs in logging) before assuming that an 
observed difference is a real effect. It is also important to break down the data in as 
many ways as possible—by browser, by country, etc. It may be that some differ-
ences are actually caused by a small subset of the population instead of the experi-
mental manipulation. 

  Interpreting the metrics : In log analyses, it is standard practice to use confi dence 
intervals (Huck,  2011 ) rather than analysis of variance signifi cance testing, because 
the conditions are not organized into a factorial design with interaction terms, 
and because a confi dence interval gives useful information about the size of the 
effect and its practical signifi cance that is not as easily visible in a signifi cance table. 

   Table 2    The number of observations needed to achieve a given standard error as a function of the 
triggering rate (the fraction of traffi c the experimental change impacts) and the effect size (the size 
of a change that would be meaningful in the experiment)   

 Metric 
standard 
error 

 Trigger 
rate (%) 

 Effect 
size on 
affected 
traffi c (%) 

 Needed 
queries 
(affected) 

 Queries needed 
in expt. 
(counterfactuals 
logged) 

 Effect size if no 
counterfactuals 
(measured on all 
traffi c) 

 Queries needed 
in expt. (no 
counterfactuals 
logged) 

 5   1  10  52,500  5,250,000  0.1 % (10 % * 1 %)  525,000,000 
 5   5  10  52,500  1,050,000  0.5 % (10 % * 5 %)  21,000,000 
 5  20  10  52,500  262,500  2 % (10 % * 20 %)  1,312,500 
 5  50  10  52,500  105,000  5 % (10 % * 50 %)  210,000 
  The required number of observations grows inversely with triggering rate and effect size  
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It is conventional to use a 95 % confi dence interval in comparing each of the 
 experimental conditions to the control. 

 As described earlier, it is common to consider many different metrics, e.g., click- 
through rate (on results, ads, whole page), time to fi rst click, and time on page. 
Given a large number of metrics, some of those supposedly signifi cant differences 
are spurious (about 1 in 20, to be precise). How does one decide which to trust? 
Look for converging evidence; are there other metrics that ought to increase/
decrease when this one does, and do they move in the appropriate direction? Might 
a logging error account for the effect? Is this a difference seen before in other exper-
iments? How this is done depends on the domain and on previous experience—for 
example, in search, clicks per ad-shown and clicks per page are very likely to be 
correlated, but these click metrics are unlikely to be correlated with conversions 
(when someone purchased something on a page that they got to from an ad). 
Recognizing which changes may be artifactual comes from experience, and is 
somewhat of an art. It is most important to have converging evidence for the metrics 
that will directly impact decision-making. An important source of artifacts to be 
aware of are those that lead to Simpson’s Paradox, which arises when ratios that 
have different denominators are compared (Wikipedia:  Simpson’s Paradox ). These 
situations are very common in log experiments, and all experimenters should be 
aware of them, how to identify them, and how they change the analysis. 

 Now that the believable signifi cant metrics have been identifi ed, what is the 
broader interpretation of the results? Generally, there will be agreement of whether 
a metric’s “good” direction is an increase (number of clicks) or a decrease (latency, 
time to click). Most likely some metrics will move in the “good” direction and some 
in the “bad” direction. If this is not a logging error, it is a tradeoff. People may be 
clicking more (because the experimental UI gives them more things to click on), but 
it takes them longer (because there are more things to decide among). Is the net 
effect positive or negative? This is always a judgment call, but a broad set of metrics 
may lead to a more holistic answer. For example, look for a measure of the total 
interaction with the site, rather than just the clicks on an individual UI element. 
Otherwise, go back to the original goals of the study. If the goal is to get people to 
the best possible information/outcome, then what they click on matters most. If the 
goal is to get them there quickly, then latency matters (possibly at the cost of more 
clicks). If the goal is to maximize the number of people who fi nd useful information 
(or sign up or are able to send a message), then the fraction of people who click 
through to an “end result” page is the most critical measure. Sometimes it is not 
possible to make a single statement about what constitutes “good,” there are a clas-
sic set of tradeoffs to make among speed, effi ciency, usability, and design consis-
tency. It is the analyst’s job to decide and justify the decision to stakeholders (or 
conference paper reviewers). 

  Practical Signifi cance : While we have been emphasizing the importance of statisti-
cal signifi cance, it is also important to take practical signifi cance into account. The 
experiment may show a statistically reliable difference when, say, the number of 
“undo” commands goes from 0.1 to 0.12 %, but that small a number might not have 
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any practical signifi cance (it, of course, depends on the application and what people 
use undo for). Do not get so blinded by the statistics (which are easy to compute) 
that the practical importance (which can be harder to determine) gets lost from the 
discussion. 

 Whenever possible, it is useful to have an understanding of the range of values 
the metrics being used take in a steady state—this is obviously not possible when 
just starting out with a product or prototype that has not previously been exposed to 
users. But knowing what typical values are and how hard it is to move those values 
(based on previous experiments) will help assess meaningful changes in the 
metrics. 

 So far in this chapter we have taken the existence of logs for granted. In the next 
two sections we consider how to collect log data, focusing on three important practi-
cal challenges: data collection, data cleaning, and using data responsibly.   

         Collecting, Cleaning, and Using Log Data 

 A typical log for a web service requires infrastructure that creates data (at the server 
end) about users’ interactions with the service, recording all relevant information 
needed for later analysis. If the infrastructure also supports experiments, it must 
enable different users, chosen according to some appropriately random scheme, to 
be shown pages associated with different conditions in the experiment. 

 This recording infrastructure might be web server logs (Ogbuji,  2009 ) or logs 
created by special analytics packages such as Google Analytics (Google,  2012 ). 
There will be ways to confi gure the log-recording program to record parameters spe-
cifi c to the experiment or the activities the researcher is interested in (Brown,  2012 ). 

 Logs can also be created with code at the client end, but this requires users to 
download some sort of logging program and for that program to send data back to 
the server (Capra,  2011 ; Fox et al.,  2005 ). Both client and server logging are lossy, 
but each type tends to lose different kinds of data: the server may not receive full 
information about aborted or timed-out operations; the client will not be aware of 
data that is not reported to the application that contains the logging code. Both the 
kind of data loss that is acceptable and the challenges of users needing to install a 
software plugin are important considerations for deciding between server- and 
client- side logging. 

     Data Collection 

 Consider a simple example of how to understand the success and strategies of 
searchers using a web search engine. At a minimum, a useful log would capture 
what queries people issue, which (if any) search results they click, and a timestamp 
for each of these actions. An ideal log would additionally allow the experimenter to 
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reconstruct exactly what the user saw at the moment of behavior. But at a minimum, 
a web service should log:

 –    The time an event happened,  
 –   The user session it was part of (often via a cookie),  
 –   The experiment condition, if any,  
 –   The event type and any associated parameters (e.g., on login page, user selected 

“create new account”).    

 Logging a simple query is straightforward. But practitioners need to understand 
the different challenges that need to be addressed when collecting data for deeper 
analysis. 

 Recording accurate and consistent time is often a challenge. Web log fi les record 
many different timestamps during a search interaction: the time the query was sent 
from the client, the time it was received by the server, the time results were returned 
from the server, and the time results were received on the client. Server data is more 
robust but includes unknown network latencies. In both cases the researcher needs 
to normalize times and synchronize times across multiple machines. It is common 
to divide the log data up into “days,” but what counts as a day? Is it all the data from 
midnight to midnight at some common time reference point or is it all the data from 
midnight to midnight in the user’s local time zone? Is it important to know if people 
behave differently in the morning than in the evening? Then local time is important. 
Is it important to know everything that is happening at a given time? Then all the 
records should be converted to a common time zone. 

 The language of the interaction is often an important variable in studying behav-
ior from people in multiple countries. If grouping by language is necessary to ana-
lyze the data, one has to determine what does “language” mean? Be careful not to 
confuse the user’s country with their language, or the language the UI is presented 
in with the language of the words people type in their interactions or queries. They 
will often differ, especially if the experiment runs in countries where people speak 
multiple languages. Depending on the question of interest, it may be appropriate to 
partition by the language of the query or UI. 

 UserIDs are another challenge for identifying distinct users accurately. HTTP 
cookies, IP addresses, and temporary IDs are broadly applicable and easy to use, but 
there is a great deal of churn in such IDs (Jupiter Research Corporation,  2005 ). 
Further, cookies and temporary IDs are not uniquely associated with individuals—
several people can use the same browser instance, and the same person may use 
multiple devices. A closer correspondence between IDs and individuals can be 
achieved via logins or client code, but this requires that people sign in or download 
client code, raising other issues (e.g., of a biased sample). Either way there is a bias 
in data that is captured, which can have signifi cant impact on the results and is often 
overlooked by analysts. 

 In web logs, knowing where a page request, such as a query, came from can be 
important in understanding unique behavioral patterns. Queries can be generated 
from many different entry points—from the home page of search engines, the search 
results page, a browser search box or address bar, an installed toolbar, by clicking 
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on query suggestions or other links, etc. Other applications will also have large 
numbers of entry points. Metadata of this kind (e.g., about the point of request ori-
gin) may be useful in later analysis, but involves additional planning and effort to 
collect at this stage. Without this kind of contextual information, partitioning and 
interpreting the data is much harder. Ultimately, all of the data and metadata col-
lected needs to be in service of the overall goals of analysis—this defi nes what 
needs to be logged. 

 Data can also be distorted by exogenous factors that might also need to be con-
sidered. The site might become unexpectedly viral, perhaps being picked up by 
SlashDot, Reddit, or the New York Times. Virality can cause a huge swing in logged 
behavior. This usually occurs when a blogger shares a link that has an implicit 
parameter assigning all those visitors to the same condition. Even if the virality does 
not cause a change in how users are allocated to conditions, the behavior of people 
who visit out of curiosity is different from that of regular users. And if the onslaught 
of new users causes the site to slow down or go down, the data is even less realistic. 
In addition, real world events, such as the death of a major sports fi gure or a political 
event can often cause people to interact with a site differently. Again, be vigilant in 
sanity checking (e.g., look for an unusual number of visitors) and exclude data until 
things are back to normal.  

    Data Cleaning 

 A basic axiom of log analysis is that the raw data cannot be assumed to correctly 
and completely represent the data being recorded. Validation is really the point of 
data cleaning: to understand any errors that might have entered into the data and to 
transform the data in a way that preserves the meaning while removing noise. 
Although we discuss web log cleaning in this section, it is important to note that 
these principles apply more broadly to all kinds of log analysis; small datasets often 
have similar cleaning issues as massive collections. In this section, we discuss the 
issues and how they can be addressed. 

  How can logs possibly go wrong ? Logs suffer from a variety of data errors and 
distortions. The common sources of errors we have seen in practice include:

•     Missing Events : Sometimes client applications make optimizations that (in 
effect) drop events that should have been recorded. One example of this is the 
web browser that uses a locally cached copy of a web page to implement a “go 
back” action. While three pages might be visited, only two events may be logged 
because the visit to the cached page is not seen on the server.  

•    Dropped Data : As logs grow in size, they are frequently collected and aggre-
gated by programs that may suffer instabilities. Gaps in logs are commonplace, 
and while easily spotted with visualization software, logs still need to be checked 
for completeness.  
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•    Misplaced Semantics : For a variety of reasons, logs often encode a series of 
events with short (and sometimes cryptic) tags and data. Without careful, con-
tinual curation, the meaning of a log event or its interpretation can be lost. Even 
more subtle, small changes in the ways logging occurs can change the semantics 
of the logged data. (For instance, the fi rst version of logging code might measure 
time-of-event from the fi rst click; while later versions might measure time-of- 
event from the time the page fi nishes rendering—a small change that can have a 
substantial impact.) Since data logging and interpretation often take place at dif-
ferent times and with different teams of people, keeping semantics aligned is an 
ongoing challenge.    

  Data transformations : The goal of data-cleaning is to preserve the meaning with 
respect to an intended analysis. A concomitant lesson is that the data-cleaner  must 
track all transformations performed on the data . As data is modifi ed (e.g., removing 
spurious events, combining duplicates, or eliminating certain kinds of “non-signal” 
events), the data-cleaner must annotate the metadata for the log fi le with each trans-
formation performed. Ideally, the entire chain of cleaning transformations should be 
maintained and tightly associated with progressive copies of the log. Not all data 
transformations can be reversed, but they should be recreatable from the original 
data set, given the log of actions taken. 

 The metadata associated with a dataset is necessary for other analysts to under-
stand what the log fi les include. The metadata should have enough information so 
that the “chain of change” can be tracked back from the original fi le to the one that 
is used in the fi nal analysis. If metadata about the cleaning of the log fi le is missing, 
analysts cannot know the semantics of the data they are analyzing. No matter how 
complete the record may appear, without the metadata the researcher can never be 
sure, and confi dence in conclusions based on analysis is undermined. 

  Understanding the structure of the data : In order to clean log data properly, the 
researcher must understand the meaning of each record, its associated fi elds, and the 
interpretation of values. Contextual information about the system that produced the 
log should be associated with the fi le directly (e.g., “Logging system 3.2.33.2 
recorded this fi le on 12-3-2012”) so that if necessary the specifi c code that gener-
ated the log can be examined to answer questions about the meaning of the record 
before executing cleaning operations. The potential misinterpretations take many 
forms, which we illustrate with encoding of missing data and capped data values. 

 A common data cleaning challenge comes from the practice of encoding missing 
data with a value of “0” (or worse; “zero” or “−1”). Only with knowledge of what 
is being captured in the log fi les, along with the analyst’s judgment of the meaning 
of missing data, can reasonable decisions be made about how to treat such data. 
Ideally, data logging systems represent missing data as NIL, ø, or some other non- 
confusable data value. But if the logger does not and uses a value that is potentially 
valid as a behavioral data value, the analyst will need to distinguish valid “0”s from 
missing data “0”s (for example), and manually replace the missing data with a non- 
confusable value. 
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 Capped data values, usually expressing some value on a scale that has an  arbitrary 
max (or min) value, can cause both cleaning and analysis problems. Unless the 
analyst knows that a particular data value being captured varies between integer 
values 0…9, validating data as well as making decisions about cleaning are compro-
mised. For example, if the log is capturing data whose value is capped at 9 (because 
we “know the value can never go higher”), this can lead to an insight when a long 
string of 9’s suddenly appears in the log stream. 

 Our point is that while the logs might not lie—they represent the values actually 
written out by the logging system—the interpretation of those values relies on 
knowledge and expertise about the data being captured on the part of the person 
doing the interpretation. It is not enough to know that a given action took place at a 
given time, the analyst also needs to know things like the possible range of values 
the data may take, whether measurements can be capped, and how missing data is 
encoded, detected, and interpreted. 

  Outliers : All data sets have an expected range of values, and any actual data set also 
has outliers that fall below or above the expected range. (Space precludes a detailed 
discussion of how to handle outliers for statistical analysis purposes, see: Barnett & 
Lewis,  1994  for details.) How to clean outliers strongly depends on the goals of the 
analysis and the nature of the data. 

 Outliers often indicate the range of human possibility, frequently in ways that 
experimenters (and system designers) do not anticipate. It is not uncommon in log 
studies to fi nd outliers that are many standard deviations away from the mean. For 
example, while web search query sessions typically have a mean of around two 
queries/user-session, the upper end of the distribution can be in the high hundreds. 
People’s behavior is widely variable. 

 If a system needs to perform correctly over a wide behavioral distribution, then 
outliers give valuable information about what the boundaries are, and how the sys-
tem will need to respond. On the other hand, outliers can also often signal underly-
ing exceptional cases in the logging system, the system/application being logged, 
or spurious signals that have been added to the log stream. Outliers should always 
be checked for signal integrity. That is, are outlier data points  actual  data, or are 
they due to some kind of system or logging error along the way? Verifying what 
causes the outliers to appear will dictate the approach to data cleaning that should 
be taken. 

 For a more complete description of data cleaning practices, see (Osborne,  2012 ). 
 In summary, it is important for analysts to understand the data they are analyz-

ing. Publications that summarize a log analysis study need to include a careful 
description of what data cleaning steps were taken, and why they were undertaken. 
When a log dataset is handed from one researcher to another, data cleaning meta-
data must be included, along with descriptions of how the cleaning was done 
 (preferably with pointers to the tools and settings used so that reanalysis can be 
done if needed).   
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     Using Log Data Responsibly 

 Companies and universities may have data collection, retention, access, and use 
policies, and it is the researcher’s responsibility to seek these out, be aware of their 
implications, and to make sure they comply with them in the course of carrying out 
research involving log data. These policies arise from internal business practices, 
usage agreements with users of a service, and sometimes from government regula-
tions regarding particular types of data or privacy protections. It is fair to say that 
standards and best practices continue to evolve in an effort to balance privacy con-
cerns with the potential benefi ts that derive from a richer understanding of user 
behavior. For additional perspectives on these policies and issues, see Research and 
Ethics in HCI, this volume. 

 Additional concerns arise when researchers wish to share data more broadly, 
often to support academic research. Risks associated with personally identifi able or 
sensitive information must be addressed before data is shared. Such risks may not 
be obvious, so researchers must proceed with due caution. Two recent examples 
serve to highlight the subtlety of risks associated with indirectly identifi able infor-
mation—in one case involving the use of locations and names; and another case 
involving linking multiple sources of information. 

  AOL . On Aug 4, 2006, AOL search data was released to the academic community 
on. The data consisted of <AnonID, Query text, Query time, Rank of clicked item, 
URL of clicked item>. Two days later a New York Times story revealed that AnonID 
4417749 was Thelma Arnold, a 62 year old woman from Lilburn GA. (Barbaro & 
Zeller,  2006 ). Two weeks later two AOL employees were fi red and the CTO 
resigned. How did the anonymized data lead to Thelma Arnold? She issued multiple 
queries for businesses in Lilburn GA (a town of ~11 k people). She also issued mul-
tiple queries for people named Arnold (only 14 people with the name Arnold in 
Lilburn). A reporter from the NY Times contacted all 14 of these people and Thelma 
acknowledged to the reporter that the queries were hers. Truly anonymizing log data 
can be extraordinarily diffi cult (Wikipedia:  AOL Search ). 

  Netfl ix . On Oct 2, 2006 Netfl ix announced the Netfl ix Prize, an open competition for 
developing new collaborative fi ltering algorithms for predicting a user’s ratings for 
fi lms, along with a $1 million prize for the fi rst team to beat the current Netfl ix 
algorithm by 10 %. The data consisted of: <MovieID, UserID, Rating, Date of 
Rating> <MovieID, Title, Year>. Care was taken in the data released to the public, 
including the introduction of random noise. The prize was awarded on Sept 21, 
2009, and another competition was announced. Narayanan and Shmatikov ( 2008 ) 
published a paper in which they described how to de-anonymize Netfl ix IDs in a 
way that was robust to noise perturbations in the data using background knowledge 
of reviews in IMDB. On Dec 17, 2009 a suit was fi led by one of the people identi-
fi ed in this manner. On Mar 12, 2010 the second Netfl ix competition was cancelled 
and no new data released (Wikipedia:  Netfl ix ). 

 When data is shared beyond the set of people bound by the privacy protection 
policies associated with the original data collection, there may be benefi ts to the 
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research community, but there are also risks to the privacy of the individuals whose 
behavior has been logged that are extremely diffi cult to predict in advance. For this 
reason, releasing data, even when anonymized, has serious ethical risks.  

    Summary 

 In this chapter we have discussed an increasingly important way of knowing how 
people interact with computer systems: log analysis. As it becomes easier for com-
puter systems to record people’s interactions with technology, it is also becoming 
vital for HCI researchers and practitioners to know how to understand this informa-
tion. We started the chapter with an eye toward understanding what we can learn 
about how humans interact with online systems using both observational and exper-
imental log data. Observational log studies enable HCI researchers to summarize 
patterns of user interactions with existing systems. Experimental log studies enable 
researchers to compare behaviors in two or more systems. 

 Large-scale log studies give rise to a wide range of practical problems that need to 
be addressed to produce reliable results. From setting up the logging system, through 
experiment design, data collection, data cleaning and interpretation, log analysis 
rewards careful tracking of what is being done at every step along the way. As we 
have seen, it is a mistake to think that an incomplete or unreliable logging system 
will actually reveal deep truths about human behavior. Constant sanity checking and 
validation of sample sets of log data is essential to developing confi dence that what 
is being logged and interpreted, accurately refl ects human use and behaviors. 

 Although web logs are commonly used to understand how people interact with 
web services, there are few resources for becoming more expert in the method. 
Kohavi et al. ( 2009 ) and Tang et al. ( 2010 ) provide examples of web experimentation 
in practice and describe the underlying experimental infrastructure and associated 
analysis tools needed to carry out such experiments. Crook et al. ( 2009 ) and Kohavi 
et al. ( 2012 ) present interesting examples of common pitfalls, highlighting that pro-
ducing reliable results requires ongoing vigilance about every aspect of experimental 
design, logging, and analysis. There are some available software tools for parsing 
web server logs and summarizing metrics (Ogbuji,  2009 ; Google Analytics). 

 Despite the challenges of dealing with massive data sets, the use of logs to extract 
useful insights about people’s interaction with technology is becoming more com-
mon and more useful in HCI research.  

    Exercises 

     1.    Name all the digital things you can think of to log. What inferences might you 
draw from each? What would you like to infer but can’t?   

   2.    What are the differences between logs and sensor data streams? What analysis 
method details are the same for both?         
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        The think-aloud protocol (Ericsson & Simon,  1985 ) has participants talk  while  
doing the behavior of interest. While this approach is often used, speaking aloud 
during the activity can introduce social, cognitive load, and attention aberrations, 
creating a somewhat unnatural behavioral response (   Dickson, McLennan, & 
Omodei,  2000 ; Wilson,  1994 ). On the other hand, as Ericsson and Simon points out 
( 1985 ), Ericsson ( 2006 ), in the retrospective cued recall (RCR) approach, the 
amount of time that passes between mental action and recollection of that action 
necessarily introduces artifacts of memory and post-event processing that interfere 
with accurate recall. Neither is perfect. 

 With all this in mind, retrospective analysis is a methodology for conducting 
studies where the participant does their normal behavior without taking any disrup-
tive action such as writing a diary entry, talking about their behavior, or responding 
to an interruption. RCR methods can be used to reconstruct participants’ behaviors, 
rationales, affective reactions, and responses for events that have been recorded. 
In essence, a RCR method is whenever the participant is later asked to recall (or 
explain) their earlier behavior when prompted by cues such as images taken during 
their behavior, videos of the event, eye tracking showing what they were looking at 
during the task, etc. The central element of a study is that have important recollection- 
aiding cues have been captured during the experience and then used in post-event 
discussion and analysis. This method of gathering user behaviors is remarkably 
accurate when recollection cues and interview methods are well designed, even 
when there are fairly lengthy delays between action and recall. 
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    Retrospective Methods: Introduction 

 Traditional HCI study techniques tend to be very active, in the moment, and event 
driven, using many of the methods described in the chapters of this book. The anal-
ysis of events that have taken place during the course of an HCI study or experiment 
over a longer period have largely been diary studies (   Czerwinski, Horvitz, & 
Wilhite,  2004 ; Rieman,  1993 ) experience sampling (Hektner, Schmidt, & 
Csikszentmihalyi,  2007 ; Larson & Csikszentmihalyi,  1983 ), or log data analysis 
[see Chap. “Understanding Behavior Through Log Data and Analysis”]. 

 By contrast, while in-lab usability studies are effective at discovering some kinds 
of UI use patterns, it is notoriously diffi cult to track the more naturalistic, longer- 
term behavior of users in the lab or in the wild (Russell & Grimes,  2007 ). Specialized 
tracking devices, such as diaries (physical or online) or interruption studies (such as 
“experience sampling methods”) (Brandt et al.,  2007 ; Kuniavsky,  2003 ) can all 
materially affect user behavior by continually reminding the user that their behavior 
is being tracked and monitored. The very fact that the participants are in a labora-
tory setting (see, the Hawthorne effect (McCarney et al.,  2007 )), or that they are 
consciously updating a diary, can lead to important changes in their behavior 
through observer-expectancy effects (Steele-Johnson,  2000 ). 

 Similarly, log data analysis alone does not provide insights into user motivations, 
nor are logs capable of providing much context about what a user did before, during, 
or after, particularly when the behaviors of interest take place outside of the system 
under study. 

 Diary studies and interviews are diffi cult to sustain for a long period of time 
since they rely on participant motivation, which tends to decline as the study con-
tinues (Blackwell, Jones, Milic-Frayling, & Rodden,  2005 ). Furthermore, diaries 
and interviews tend to focus on specifi c events and tasks and therefore limit obser-
vations to the specifi c tasks or events, which is not ideal for studying behaviors 
where users are passively watching or infrequently interacting, instead of actively 
interacting. 

 For cases where observations of normal, non-lab user behavior is desired, and 
where researchers are interested in the context and motivations of participants in a 
study, retrospective methods are often useful techniques to consider. These methods 
are particularly useful when it comes to the need for understanding user perceptions 
and the ability to observe the context of user activity that is not triggered by an event 
or task. 

 Let us begin with a defi nition of these methods:

    Defi nition : a  retrospective  study is one that records data about the behavior of the 
participant(s) over some period of time. This study-period data is reviewed by 
the participant afterwards, with the participant providing context and commen-
tary on their behavior as prompted by examining the data that was collected dur-
ing the course of the study.    
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 A retrospective study is defi ned by several important experimental design 
dimensions:

    1.     Data collection : the way in which data (and what type of data) is collected for 
later review by the participant.   

   2.     Study duration  (varying from minutes to days).   
   3.     Review instruments ,  interview methods, and process  used by the participant to 

elicit recall of prior events.   
   4.     Sampling frequency  of data collection (samples/time-unit).   
   5.     Delay of review after collection : how much time has elapsed since the data was 

collected and the samples reviewed.     

 In this chapter, we provide an analysis of retrospective methods in HCI, fi rst 
discussing the nature of human memory vis-à-vis retrospective recall, then outlining 
the methodologies used for conducting retrospective studies, presenting a sample 
retrospective study analyzed along the dimensions given above, concluding with a 
review of the features and challenges that come with the methods.  

    Human Memories and How They Work 

 The retrospective analysis approach takes advantage of the well-known human 
 ability to visually recognize images of earlier situations they had been in, and com-
ment on them. Images, particularly images of an environment (e.g., the computer 
screen) that have been created as part of the normal course of work, are particularly 
powerful at bringing about recall of the situation at the time (Brewer,  1986 ,  1988 ). 
Images, especially when used during post-study interviews with the participants, 
can give an improved view into what was happening in the actual setting of use with 
nearly imperceptible intrusion. This human ability to recall situational information 
when retrospectively cued by some data, sound, or visual imagery obtained at the 
time is the key to these methods. 

 Yet, at the same time, human memory is notoriously fragile and subject to many 
kinds of recall errors; memories are often imbued with a sense of accuracy and qual-
ity they actually lack (Roediger & McDermott,  1995 ). A good understanding of the 
ways in which memory is subject to alteration can help us design retrospective 
methods that yield useful data for HCI studies. Important factors from these mem-
ory studies are the tendency:

    1.    To reconstruct a memory of a prior event according to a widely held, prototypi-
cal pattern of this event category (   Van Boven et al.,  2009 ; Schacter,  2001 ) rather 
than by accurate recall of the actual events.   

   2.    To follow the researcher’s lead in answering questions about the event (Steele- 
Johnson,  2000 ; Weisberg, Krosnick, & Bowen,  1996 ).   

   3.    To make associations about events based on perceived similarities between the 
recalled event and other, similar experiences that infl uence memory of the event 
to be similar to those previous events (Underwood,  1965 ).    
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  One of the key techniques for avoiding false memories and improving accuracy 
in recall is to use  cueing  techniques. Cues are used in retrospective studies (usually 
images or videos) from the record of the participant’s behavior. It has become clear 
that even highly meaningful events will be inaccurately recalled if there is no cueing 
to orient and remind the participant about the event and that giving cues improves 
the accuracy of recall (Lamming et al.,  1994 ). Shiffman et al. ( 1997 ) demonstrated 
the poor quality of retrospectively recalling behaviors from 12 weeks ago, even 
though when the events in question were actively logged by the participant on a 
personal handheld device, the act of simply  recording  an event seemed to have little 
impact on quality of recollection. By contrast, actually  seeing  contextually appro-
priate cues that capture salient cues of the time, place, and activity is an important 
piece of the method. 

 Given that the accuracy of uncued memory rapidly deteriorates after about 1 day, 
there is good reason to wonder about the accuracy of retrospective recall. Some 
critiques of retrospective methods question their accuracy when the recall is from 
more than 1 week in the past and when the recollection is performed without the use 
of cues to support recollection (such as with post-event interviews and surveys) 
(   Novick, Santaella, Cervantes, & Andrade,  2012 ). However, the careful use of recall 
cues derived from the participant’s own history has been shown to lead to more 
accurate and useful recollections from some time in the past (see Sect. “A Sample 
Retrospective Analysis Method” below). 

 Consequently, setting up the method of a retrospective study requires attention to 
the details of data collection and event review with the participant to avoid introduc-
ing false memories, or asking the participant to recall more than they can accurately 
report upon (Loftus,  1996 ).  

    Earlier Retrospective Work 

 There is a long tradition of using photos of key events to cue retrospective memo-
ries. Collier ( 1967 ) is mostly closely associated with the photographic technique in 
anthropological settings, when photos are used as both prompts and foils to elicit 
memories and context around some circumstance.    Van Gog, Paas, and Van 
Merriënboer ( 2005 ) reports on the tradeoffs involved in using concurrent versus 
retrospective reporting of problem solving behaviors, ending with the observation 
that a retrospective recall is often preferred to avoid interfering with the problem- 
solving process as it occurs. 

 The idea that images can also be used for HCI recollection purposes can be seen 
in the work of Van House ( 2006 ) and Intille, Kukla, and Ma ( 2002 ), although these 
(and other similar systems) capture images of the world context, and do not provide 
the detailed internal tracking of events in the user’s experience of the online world 
as a logging system could. 

 There have been a variety of retrospective methods developed to understand 
behavior by looking back at their performance. Here we discuss logging tools to 
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track user behavior for later analysis by the participant, video recording and 
 playback, eye tracking with post-task commentary, the Day Reconstruction Method 
(DRM), and the Experience Sample method. 

  Logging : Many systems have been built to unobtrusively log user events over time 
for later analysis. These range from the obvious logging analysis systems of Web 
behavior to client-side tooling that records user behavior in great detail, allowing 
the user to look at their behavior afterwards and comment accurately on what (and 
why) they were acting in a particular way. 

 LogViewer (Blackwell et al.,  2005 ) is a tool that logs user events and screen 
images in Web behavior for later analysis. LogViewer also creates a tree analysis 
visualization of user behavior to track which clicks generate which subsequent Web 
page views. Their data was primarily intended to facilitate the tracing of user behav-
ior—how many times was the back button used to return to earlier pages, and how 
user navigation is organized in terms of landmarks pages, etc. They also interviewed 
their participants with the screen captures as cues, but with a focus on gathering 
contextual information to aid in their application redesign purposes. 

 Kellar, Watters, and Shepherd ( 2006 ) built a logging system is attached to a 
customized browser (a modifi cation of Internet Explorer) that allowed the user to 
label their own behavior as they completed tasks. As with all systems that ask for 
manual labeling in near real time, the presence of the logging system is hard to 
ignore, and Kellar points out that there is good evidence that users modifi ed their 
behavior because of its presence. This system was also used as an object of discus-
sion in the retrospective style, but again, the focus was on accurately labeling 
sequences of behaviors, rather than using the event log as a cue for recollection of 
overall behavior. 

 Other loggers such as (   Al-Qaimari & McRostie,  1999 ; Chi, Pirolli, & Pitkow, 
 2000 ; Jones, Milic-Frayling, Rodden, & Blackwell,  2007 ; Siochi & Hid,  1991 ) log 
events for later analysis and are intended to support the understanding of user 
behavior in search and information browsing tasks, often coordinating the log data 
with other kinds of user data (e.g., fi eld observations). See (   Ivory & Hearst,  2001 ) 
for a summary of many such tools developed for tracking and logging Web behavior 
to improve usability analysis. 

  Video : (Capra,  2002 ) developed and evaluated a retrospective analysis version of the 
self-reported critical incident technique. In this study, researchers showed partici-
pants a video replay of their entire working session, asking them to detect and 
describe critical incidents as they observed them in the video. 

 To speed up the process and simplify the interaction from the participants per-
spective (Akers, Simpson, Jeffries, & Winograd,  2009 ), logged critical events in a 
participant’s use of the CAD solid modeling system SketchUp. Each critical event 
was then automatically extracted from the video 20 s around each incident. After the 
entire task was completed, the participants answered a series of questions about 
their performance while watching the video clips of each incident. This approach 
gave the participants enough visual context, and enough perspective (coming after 
the task was completed), to be able to explain why this moment was a crucial inci-
dent for them. 
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 In these uses of video as the cue stimulus, the events in question were freshly in 
mind (having just been completed) and the participants were able to comment on 
their performance in accurate and useful ways. 

  Eye tracking : Tracking a participants’ eyes as they perform a task gives another kind 
of video trace that can be used to elicit information [See Chap. “Eye Tracking in 
HCI: A Brief Introduction”]. When gathered shortly after the completion of the 
task, a participant can narrate what they were spending their attention on, and why. 
Hyrskykari, Ovaska, Räihä, Majaranta, and Lehtinen ( 2008 ) and Guan, Lee, 
Cuddihy, and Ramey ( 2006 ) both use eye tracking video as cues to help participants 
describe their visual motions in broad-brush terms. By comparing subjects’ retro-
spective narration with their eye movements, they found the post-event accounts to 
be valid and reliable, providing a useful account of what people paid attention to 
while completing tasks. They also found that this has a low risk of introducing fab-
rications, and is unaffected by overall task complexity. 

 Eye tracking can also be used to have people retrospectively comment on what 
was noticed, or not, in a user-interface. Muralidharan, Gyongyi, and Chi ( 2012 ) 
describe a retrospective think-aloud protocol (RTA) where, immediately after the 
tasks, participants were asked to take the researcher through what they were doing 
while watching a replay of a screen capture (with eye tracks) of their tasks. The 
researcher would ask probing questions for clarifi cation, and then move on to talk 
about another task. 

 If the participant never mentioned the features being tested (even if the feature 
was always visible in all of the tasks), the researcher would return to a screen cap-
ture, point out the UI feature explicitly and ask a series of question: “What is that? 
Did you notice it? What does this element of the user interface suggest to you? Tell 
me what you think about this.” The goal was to learn what the participant thought 
the feature was, whether it had been noticed at all, to understand whether or not they 
perceived it as useful, and why. 

  Day Reconstruction Method : Another approach that has been used extensively in 
psychology studies is the “Day Reconstruction Method” (DRM). As introduced by 
Kahneman, Krueger, Schkade, Schwarz, and Stone ( 2004 ), the DRM combines the 
advantages of an offl ine method with the accuracy of introspective approaches such 
as Experience Sampling (described below). 

 A DRM study asks participants to reconstruct their daily experiences as a con-
tinuous series of episodes, writing a brief name for each one. Experiential episodes 
are recalled in relation to preceding ones, which lets participants draw on episodic 
memory when reporting on the experience (Schwarz et al.,  2009 ). To minimize 
retrospection biases, the DRM is typically conducted at the end of a reported day or 
at the beginning of the next day. Hence, participants are better able to capture the 
properties of a single experiential episode, avoiding inferences from their global 
beliefs about the experience. The DRM method works well when the participants 
understand the nature of what the study is about (for instance, if it is trying to cap-
ture their hedonic experience of a particular system), but less well when the research 
questions are about their experience over multiple days. 
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  Experience Sampling : The “experience sampling method” (ESM) can be thought of 
as a diary study where the diary entries are driven by some external signal, typically 
a beeper, phone message, text message, or another way to remind the participant to 
fi ll out a questionnaire about their experience at that moment in time (Kuniavsky, 
 2003 ; Larson & Csikszentmihalyi,  1983 ). A modifi cation of the ESM method that 
makes it much more like a RCR method is “Image-based experience sampling and 
refl ection” (Intille et al.,  2002 ), where a still image (or short video clip) of the par-
ticipants environment is captured at the sample moment, and then later refl ected 
upon for subsequent analysis.  

    A Sample Retrospective Analysis Method 

 Our use of the tool IE-Capture (short for Internet Explorer Capture) (Russell & 
Oren,  2009 ) illustrates a retrospective method in HCI. This was a browser add-on 
that captured not just moments in a user’s behavior of a Web browser but also, cru-
cially, complete screen images (the entire screen extent—more than just the Internet 
Explorer (IE) window being used to work on the Web). Having the complete-screen 
proved valuable for helping the participants recall their behavior accurately. 

 In terms of the methodology design dimensions mentioned above, IE-Capture had:

 –     Data collection : complete screen captures, URL, time-stamp; triggered by the 
completion of the loading of a Web page in the browser.  

 –    Study duration : varying from 1 to 6 weeks (mostly 2 weeks in length).  
 –    Review instruments : the collected screenshots were reviewed with a custom-built 

data viewer (see    Fig.  3 ) that allowed the participant to browse forward and back-
ward in time through the collection. Each screen capture occurred whenever a 
Web page completed loading, so the sampling frequency varied depending on 
the participant’s use of the Web. Typically, this would measure in the many hun-
dreds over the course of the study.  

 –    Sampling frequency : samples were collected on-event (at document-load time) 
whenever the participant was using Internet Explorer as their browser.  

 –    Delay of review : 1–6 weeks (most often 2 weeks) after data collected.    

 IE-Capture was designed to help us to understand how search-engine users 
would approach questions that required a long effort over time. By their nature, such 
tasks are diffi cult to capture in laboratory settings; an unobtrusive data capture 
method was needed, and hence the creation of the logging system that could be left 
in place without any intervention on the part of the participant. 

 However, a key to this research study was to understand  how  participants thought 
about and framed questions as they went through their research process over hours, 
days, and weeks. In this study, IE-Capture logged screenshots for a period of 2 
weeks (sometimes longer); then a retrospective review was held with the participant 
in their home or workplace. As seen in Fig.  1 , a series of whole-screen captures 
were collected for the interview. An individual frame of that sequence can be seen 
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in Fig.  2 . With all of the additional visual information available (such as which 
applications are open, which documents are visible at the same time, the state of 
work in progress), the participant can recollect what was going on at the time from 
many different cues.

    During the interview, the participant would review the collected series of screen 
captures, providing the backstory in response to questions asked by the interviewer. 
Since the number of screen images and logged events could be in the large hun-
dreds, the researcher would select a sample of the events to review in detail. 

 As is typical for RCR studies, the interviewer began by acquainting the partici-
pant with the review instrument operation (how to move forward and backward in 
the sequence of captured screen images) and then setting the context by reviewing 
the very earliest data collected in the study. Then, a series of semi-structured review 
questions were asked, determining the properties of the experience during the study 
period, elaborated in the next section. 

  Fig. 1    A series of screen snapshots used in a post-event retrospective interview. These kinds of 
captured cues support accurate recall by providing a great deal of context to the participant, 
 allowing them to reconstruct what was happening at the time of the events in question (In this case, 
the browser is maximized to full screen size)       
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  Interview questioning procedure : At the beginning of the interview, after  introducing 
the review tool and reviewing the fi rst day of collected data, the experimenter would 
view selected visits each day in the log with IECaptureViewer, our tool to view and 
scroll through the data logs and screenshots (see Fig.  3  for IECaptureViewer). Since 
this was a study investigating how well people could remember their search tasks, 
nearly all participants had searches on days that we probed. In the few missing 
cases, we used the next prior search event (e.g.,  substituting day 3 for day 4).

   For each of the days in question, the experimenter would jump to the fi rst search 
query made on that day and show it to the participant. (Note that “jumping” to the 
screen image in question was important, as to avoid showing the participant later 
screen images that would have shown them the sequence of events.) 

 The experimenter then asked the participant to describe “what happened next in 
the search process.” The participant was instructed to describe the next event if they 
felt “reasonably confi dent” that they knew what happened, in particular, focusing on 
what search terms were used, and whether or not that particular next search was 
successful. 

 While the participant was not prompted for a particular kind of answer, we noted 
possible variations on their answer. Was the search successful with this query alone? 
Did the participant have to continue searching after this point in time? If they con-
tinued, did they have to continue refi ning the current query or do something else 
entirely? This free form question made it easy to assess whether or not the 

  Fig. 2    The choice of cue stimulus is crucial in being able to elicit high quality retrospective 
 recollections. In (Russell & Oren,  2009 ) the user’s entire desktop image was used as a cue to ask 
questions about overall task intent and search behavior. Cue stimuli with less contextually useful 
information (e.g., only the browser screen image) were not as successful, and led to lower quality 
retrospection data       
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participant could recall the situation at all since we had data on what actually did 
happen next. 

 If the participant could not recall, then the experimenter would go forward in 
time, showing them one event image after another, pushing forward in time, until 
the participant could recollect what was going on and was able to predict what the 
next search event would be. 

 We were interested in measuring the participant’s ability to speak accurately 
about the next major event in their search process. That is, having cued their mem-
ory of an event, we measured their ability to recall the next step in the process. (For 
example: looking at a screen image from 6 days ago, the participant would be asked 
“What’s the next search you did after this point?”) In nearly all cases, the assess-
ment by the researcher of the participant’s memory was clear and evident: either the 
participant could accurately predict what was coming up in the log, or they just 
could not say. Only rarely did a participant guess and feel confi dent; when they 
guessed, they would say so and express a lack of confi dence in their prediction. 

  Results : For each participant we had two measures—the number of correct predic-
tions based on a cued recall, and the    number of times they had to go to a previous 
page before they could recollect what was going on in the search (see Fig.  5 ). A 
good recollection happens when the participant can accurately recall the next search 
event after just one or two “cue” screen images. 

  Fig. 3    IE-Capture Viewer—a tool for reviewing the participant’s log and screen images for 
 discussion and retrospective cueing. The participant’s screen image is visible in the center of the 
display, with the stack of windows present at the time of screen capture, an essential part of cueing 
for long-term recall. The lists on the  right hand side  are for quickly moving among the log events 
and captured images for discussion purposes with the participant       
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 As can be seen in Fig.  4 , the majority of participants could accurately recall the 
next search event after the probe within the past 4 days. This is not terribly surpris-
ing, given that searches are relatively infrequent. In this participant pool, the aver-
age number of searches per week was 11. A search done 3 or 4 days ago is relatively 
recent and is memorable (and recallable) by its relative rarity among the total num-
ber of Web interactions in that time, and its distinctness (a search is an event that 
requires explicit interaction to achieve some goal).

   However, as we tested farther into the past (6 days and 7 days out), participant 
recall was still quite good. Even after nearly a week, participants were able to recall 
the next search event correctly around 75 % of the time. With the additional prompt-
ing of advancing to the next page in their cached screenshots using the IE-Capture 
viewer, participants could recall their next search event accurately after seeing only 
three additional screen images taken from the log/screen fi les. (Remember that the 
cue screen images are usually  not  search events, but usually just the next Web page 
that the participant visited.) 

 It was clear during the interviews that participants really could recollect not just 
the next event, but also how this search fi t into the larger story of what was going on 
at the time. Even for events 7 days in the past, participants were able to not just make 
a prediction about the next event, but also complete the story and say whether or not 
the entire task (of which search was just a part) was successful or not. We viewed 
this “story ability” as suggestive that the entire sequence of behaviors was being 
recollected, and not just the single search event in isolation. The relatively high 
accurate recall rate after cueing also suggested that more than just one frame of the 
sequence was necessary for context restoration—a few images in sequence seemed 
to work the best for accurate recall. As is shown in the context capture method of 
(Akers et al.,  2009 ), truly effective retrospective analysis means capturing the  con-
text  of use over time, as well as memorable instances with visual context. 

  Fig. 4    The number of correct next event predictions drops below 86 % for events 2 days in the 
past, but is still at 75 % correct for events that are 7 days in the past       
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 Intriguingly, during the interviews, participants seemed able to speak with 
 assurance about what had happened even quite a while ago. But questions about the 
accuracy of the recalled memories worried us. As we can see in Fig.  4 , while accu-
racy drops off as the events become more distant in the past, within the weeklong 
period we tested, accuracy rates were quite reasonable. 

 It became clear to us that some kinds of questions are more easily answered than 
others. In general, broad descriptions of what kind of thing happened next (e.g., 
“And then what did you do?”) were more effective than asking highly detailed ques-
tions (e.g., “What was the next query you performed?”). It also quickly became 
evident that participants were not only able to make accurate recollections about 
particular events for which they had not been preconditioned to attend, but that it 
was the presence of the cueing screen images that was causing the effect. More than 
one participant commented on the how simple it was to remember what had hap-
pened then. Because they could often see other windows in the background (the 
corner of the Excel spreadsheet, say) those small peripheral cues would give them a 
distinct sense of time, activity, and place (Wilson, Evans, Emslie, & Malinek,  1997 ).  

    Retrospective HCI Methods: Three Time Spans 

 In HCI, retrospective studies have been used to elicit refl ections from study partici-
pants on time scales varying from minutes to weeks. Because retrospective memo-
ries (and the refl ections elicited) vary so much by the amount of time from the 
original event, it is useful to divide retrospective studies into three categories: Each 
time period has a distinctive character, with particular challenges and properties.

    1.     Short-term studies  (study period <2 h; the retrospective is gathered immediately 
after task) are typically performed in usability labs, often with the retrospective 
gathered by a think-aloud protocol as the participant observes a playback of the 
actual study as captured by video recording of the participant, their screen behav-
ior, or their eye movement behavior (Guan et al.,  2006 ; Hyrskykari et al.,  2008 ). 
While such studies can be valuable for understanding the instantaneous motiva-
tions and reasons for making the choices they do, the temptation is to ask the 
participant to tell “more than they can know” about their performance. By asking 
for motivational responses to behavior that might be not open to conscious 
understanding (such as “why did you choose to read that particular passage”), 
the participant might easily fall into rationalization about prior behavior that is 
actually only inadequately remembered. On the other hand, different attributes 
of the interaction (e.g., why a particular behavior strategy was followed) that are 
explicitly informational (rather than motivational) can still be commented on 
accurately (Kuusela & Paul,  2000 ).   

   2.     Intermediate-term studies  (study period ≥2 h, <2 days; retrospective gathered 1 
or 2 days after completion). These studies are currently somewhat rare in the 
HCI literature, but strike a nice balance between the accuracy of immediate, 
short-term labs studies versus the long term studies required to gather enough 
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rare events, like errors. Studies that run for 1 or 2 days can be naturalistic in ways 
that the short-term studies are not, because they are conducted in lab settings 
under tight time constraints.   

   3.     Very long term  studies (study period >1 day; retrospective gathered 1 or 2 days 
after the end of the study). For retrospective studies over a long term, the partici-
pant cannot ignore the memories and experiences that have happened since the 
study period. The participant knows how it all turns out, so every recollection 
will be informed by that knowledge. This effect can be useful (by giving a report 
about the outcome of actions taken and decisions made), but it can also lead to 
the “irresistible tendency for subjects to clean up their act and to describe a more 
coherent and well-thought-out strategy than is normal” (Kuusela & Paul,  2000 ). 
Longer-term studies often use daily debriefs of the participant by the researcher. 
Remote-usability studies sometimes follow this daily check-in protocol as a way 
to keep in touch with their participants, growing a rapport with them and learn-
ing additional information that is nominally outside the scope of the study 
(   Brush, Ames, & Davis,  2004 ). Furthermore, retrospection from several days in 
the past is also subject to bias effects—forgetting of the options  not  explored 
(and in particular, options that we considered at the time, but that left no trace in 
the cueing record), current mood, and beliefs acquired since the study period 
(Schacter,  1999 ).      

    Evaluating Retrospective Methods in HCI 

 Many HCI studies have a retrospective aspect to them. At any time a study that has 
a performance component followed by an evaluation that occurs a signifi cant 
amount of time after the performance is effectively a retrospective study, even 
though it may not be labeled as such. (And, in particular, most studies of this sort 
are not  cued  retrospective studies.) However, many research works in HCI have 
some aspect of retrospection, for example, when a survey is given to a user popula-
tion that asks them to refl ect on their experiences with experimental software, or 
when a longitudinal study asks questions about earlier uses of the system under 
study (both of these are retrospective analyses) (Jain & Boyce  2012 ). 

 What about retrospective studies is broadly useful to know for HCI practitioners? 
We believe that there are two answers. First, what kinds of biases and response 
effects occur as a result of the passage of time over the course of a study? And sec-
ond, how do the experimental methods used infl uence the validity of the retrospection? 

 It is useful to consider a retrospective study in terms of the important experimen-
tal design choices (briefl y described in Sect. “Earlier Retrospective Work”, above),

 –     Data collection:  how will the data be collected and what kinds of data will be 
collected? Automatically? Or will it be collected by manual intervention (as in 
the DRM and manual labeling methods)? To what extent will manual annotation 
interfere with the actual behaviors under study?  
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 –    Study duration : how long will the study run? Longer runs have the advantage of 
collecting larger amounts of data, and thus have a higher chance of observing 
events of real interest, but this interacts with longer term biasing effects.  

 –    Review instruments : how will the participant and the researcher review the data? 
Usually some kind of playback system is needed to select salient episodes or 
events from the data stream. Such playback systems need to have the ability to 
“jump to” the prompt of interest without revealing any of the interstitial events. 
(This avoids giving the participant unanticipated cues which would then degrade 
the value of the recall).  

 –    Sampling frequency : what data sampling rate should be expected and what events 
cause the data to be collected? Will it be random time sampling (à la ESM), event 
driven (e.g., by a user action being taken), or periodic (e.g., every hour or at the 
end of the day).  

 –    Delay of review : when will the data be reviewed with the participant? Periodic 
reviews are useful for longer term experiments, but it becomes diffi cult to avoid 
giving the participant subtle clues about what kind of behaviors are the “right” 
ones (or the opposite—it is diffi cult to not reveal with responses are surprising 
from the researcher’s perspective).    

  Can retrospection bias be useful ? One may wonder how much retrospection 
biases infl uence the accuracy of recall, even during RCR studies. As we have seen, 
bias is inevitable over the passage of time. But there is an important way to consider 
this bias:  The memory is what matters . The veridicality of reconstructed experiences 
can be of minimal importance as these memories will guide future behavior of the 
individual and will be communicated to others (Karapanos, Zimmerman, Forlizzi, & 
Martens,  2009 ; Norman,  2009 ). In other words, while what participants remember 
might be different from what they experienced at the time, memories that are consis-
tent over multiple recalls provide valuable information about future actions. In effect, 
the memory (no matter how inaccurate), and not the actuality of what happened, 
becomes the basis on which future decisions are made (Karapanos et al.  2009 ,  2010 ). 

  The infl uence of retrospective experimental methods . As is true with most psycho-
logical or HCI experiment designs, the experimental methods used during retro-
spective studies can have a profound infl uence on the results. Even time-honored 
experimental design patterns can be infl uential. It is well-known that even some-
thing as simple as  assigning  tasks to participants (versus having them use their own, 
ecologically valid and personally important tasks) can heavily infl uence outcomes 
(Russell & Grimes,  2007 ). Likewise, choices in retrospective experiment designs 
can be highly infl uential as well. 

 We found, for instance, that the choice of cues gathered for recall purposes can 
spell the difference between no useful results and highly reliable results (Russell & 
Oren, 2010; van den Haak, De Jong, & Schellens,  2003 ). In an early (and naïve) 
version of our study, we tried cueing previous behavior recollection with the search 
queries presented as strings and associated dates (e.g., “You searched for {Vancouver 
hotel OR B&B} on Nov 7, 2007. What was your next search for?”). We quickly 

D.M. Russell and E.H. Chi



387

found that such cues are effectively useless as memory prompts—people simply 
cannot remember their Internet searching behaviors with probes of this kind. 

 When we switched to capturing just the browser window (as seen in Fig.  5 ), recall 
clearly improved, but the recall error rates were still fairly high. The fairly small 
switch of capturing the  entire screen  (rather than just the browser window) ended up 
also triggering memory for a good deal of additional task context information.

   The experimental protocol must also include methods to validate that the behav-
ior recalled by the participant is actually the behavior that was performed. As is well 
known from the design of surveys [cf. Chap. “Survey Research in HCI”] (Holbrook, 
Green, & Krosnick,  2003 ), biases in recollection also occur as a consequence of 
trying to conform to social expectations, simple satisfi cing, pleasing the experi-
menter, or to rationalize behavior that seems awkward in after-the-fact review.  

    Pragmatics of Using Retrospective Methods 

 While an entire book could be written just on good experimental practices for retro-
spective methods, a few pragmatic guidelines will be useful for the practitioner. 

  Choosing good cues : When designing a retrospective study, it is important to cap-
ture data that will provide useful memory cues. In general, memories are cued by 
images or data that encapsulate a good deal of rapidly recognizable context. Thus, 
images such as screen captures or videos of user performance can be used as cues. 
Reconstructions of a situation (for example a simulation whose state can be 

  Fig. 5    Events farther in the past required more and more pages to accurately recall the next search 
event. After about 6 days out, a participant usually needed around 2 or 3 pages to remember what 
happened next (The numbers are non-integers as they represent the average number of pages 
required by all study participants)       
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captured in a few variables) that lose memorable or recognizable contextual details 
are not as promising for cued recall. For example, in an un-cued memorability study 
of search results (Teevan & Karger,  2005 ), many of the features of the search results 
page were forgotten within 60–90 min after the query was run. The only memorable 
results were ones that had been highly ranked or clicked-on by the user as these 
were salient to the user’s goals. Otherwise, without a good recognizable cue to pro-
vide surrounding context, memory is diffi cult. 

  Walkthrough methods of interviewing : When interviewing the participants, it is 
often useful to present earlier data and maintain the chronology of events as they 
happened in the course of the interview. That is, jumping around from near-past to 
distant-past (and back) and asking questions about each segment out of order only 
invites confusion on the participant’s part. Just as important, when skipping from 
one segment of the retrospective data to another, the participant should not be aware 
of any of the intervening data. Be aware that the cueing stimuli used are the  only  
stimuli being tested for recall. Seeing additional cues may signifi cantly alter the 
answers (and improve!) to later interview questions. 

  Asking for predictions : While there are many ways to validate the accuracy of the 
recollections being elicited by the cues, one particularly useful approach is to ask 
for predictions from the participant. (Roughly, “After you saw this screen, what was 
your next action?”) While not always applicable in exactly this form, the general 
idea of looking for inter-response consistency in retrospective reports is a valuable 
thing to measure. This is similar to a method often used in survey design is to ask 
slight variations on the same question at different points in the survey, testing for 
consistent replies in responses across variations (Weisberg et al.,  1996 ). 

  Face-to-face interviews : For retrospective interviews, a face-to-face connection 
between the participant and the researcher is more effective than distance methods 
(e.g., telephone surveys). Holbrook et al. ( 2003 ) have shown that satisfi cing and 
social desirability response biases are more likely to take place in telephone inter-
views than in face-to-face interviews. 

  Ways to avoid the false memories effect : As is well-known (Loftus,  2005 ), inter-
viewers can easily (and often accidentally) introduce false memories by the way 
they frame their questions. While there is an entire literature on interviewing tech-
niques to avoid introducing spurious information (Loftus,  2005 ;    Memon, Wark, 
Holley, Bull, & Koehnken,  1997 ), in an HCI context the challenges are far simpler. 
Typically, the behavior under question is not emotionally laden (thereby avoiding 
the effects of eye-witness testimony when charged events occur), and the cueing 
stimuli are usually data gathered from the participant’s own behavior. Good advice 
to follow when asking questions of past behaviors include:

    1.     Avoid direction  about what parts of the behavior should be noticed. That is, avoid 
cueing the participant to pay special attention to the behaviors that are the focus 
of the study. If they skip over the important parts, the researcher can ask follow-
 up questions, noting that they are replies to direct questions.   
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   2.     Avoid value statements  about the behaviors in question, e.g., “When did it stop 
acting badly?” or “When did you start liking that awesome new interaction wid-
get?” Introducing affectively laden terms can easily alter people’s responses.   

   3.     Avoid asking for global affective responses from experiences in the past . As 
(Schwarz et al.,  2009 ) shows, asking for accurate evaluations of emotional per-
ceptions from the past  cannot help  but be infl uenced by subsequent events and 
especially the perception of the entire experience at the end. No amount of ratio-
nality can apparently overcome this strong cognitive self-perception bias effect. 
The participant might intellectually understand that they enjoyed using a system 
at the beginning of their use experience. But if a later experience turned out to be 
highly negative, it is tremendously diffi cult to evaluate the entire experience as 
positive, even though the average experience might be highly positive. Although 
factual information about specifi c events in the past can be accurate, the recon-
structive nature of emotional memories makes accuracy diffi cult.    

   Avoiding testing children : The age of the participants can be another factor for cau-
tion in using RCR. van Kesteren, Bekker, Vermeeren, and Lloyd ( 2003 ) found that 
children between the ages of 6 and 7 often have diffi culty holding multiple concepts 
in memory at once, limiting their ability to both watch a retrospective video of their 
behavior  and  comment on what they were doing at that time, although it was clear 
that they could correctly report on changes in their understanding that occurred dur-
ing the study. (See also (Höysniemi, Hämäläinen, & Turkki,  2003 ) who found simi-
lar cognitive limits on younger children’s ability to refl ect on previous performances.) 
However, Baauw and Markopoulos ( 2004 ) found that post-task interviews for 
usability problems worked about as well as in-lab, real-time usability analysis for 
children between the ages of 9 and 11. 

 Another age-related issue that appears with younger children is that reviewing 
videos is not always an exciting prospect, leading to a certain amount of attentional 
drift during the retrospective review part of the study. Retrospective interviewing of 
children is often a researcher’s most challenging task.  

    Summary 

 With all this in mind, retrospective studies are a set of methods to gain insight into 
behavior that is otherwise very diffi cult to learn. As we have seen, RCR methods 
can be used to reconstruct participants’ behaviors, rationales, affective reactions, 
and responses for events that have been recorded. However, there are many chal-
lenges to creating a carefully design retrospective study. Such studies must be 
designed with care, paying particular attention to capturing cues that are useful and 
engaging for recall, asking questions that do not ask the participant to over-infer 
what they can accurately recall, and continually validating the responses with the 
record of actual behavior. 
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 We fi nd this method of gathering user behaviors to be remarkably accurate when 
recollection cues and interview methods are well-designed, even when there are 
fairly lengthy delays between original action and recall.  

    Further Reading and Resources 

 For us, the development of the RCR technique grew out of a frustration with not 
being able to see normal user behavior over an extended period of time. Logs analy-
sis is a splendid technique [See Chap “Understanding Behavior Through Log Data 
and Analysis”], but it does not allow for any particular insight into attitudinal data 
or an understanding of individual responses over a longer period of time. 

 To deal with this issue, we built IE-Capture (see above) as a tool to allow our 
users to “tell their own story” and give us those additional insights into their use of 
our system. As we interviewed more and more participants, it became clear that the 
RCR method was both powerful and sensitive. The concern for not over-interpreting 
the data became evident when we found our participants rephrasing things they had 
said earlier in our interviews. This in turn led us to study the accuracy of recalled 
behavior, and to develop our own skills in asking questions that would not bias the 
participant. 

 For additional information about the pragmatics of asking questions in retrospec-
tive interview settings, please see (Beatty & Willis,  2007 ) and (Willis,  2005 ). 

 For guidance in using the Experience Sampling Method (reconstructing the 
day’s events at the end of each day), see (Hektner et al.,  2007 ).  

    Exercises 

     1.    Which of the other methods in this book work well with retrospective study 
methods?   

   2.    What kinds of reports are not generally accurate when people are reviewing a 
record and/or visualization of their past behavior?         
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           Why Agent-Based Modeling? 

 Decades have passed since the inception of the fi eld of Human–Computer 
Interaction. The emergence of the Internet has shifted researchers’ attention from 
understanding how individuals interact with computers to understanding how indi-
viduals interact with one another using computer technologies. A wide range of 
systems designed for multiple users have been labeled as groupware, collaborative 
computing, multiuser applications, and more recently social computing technolo-
gies. Designing these types of system is more challenging than designing single- 
user ones because other people and their behaviors are integral elements of the 
system as experienced by users (Grudin,  1994 ). The system itself, therefore, is non-
deterministic and evolutionary because the experience of some users is partly the 
result of decisions that earlier users have made. Because the behavior of a multiuser 
system is not stable until a critical mass of users has developed a routine way of 
using it, it is diffi cult to predict how groups of users will respond to a particular 
design before the stable state is reached. As a result, interactive design and evalua-
tion cycle, perhaps the most successful HCI technique for system design, is insuf-
fi cient for the design of multiuser applications. 

 Consider the design of an online health support group like breastcancer.org and 
the decision about whether to employ moderators who ensure group members spend 
their time discussing cancer-related topics, channel off-topic content to sub-forums, 
or prevent users from posting advertisements. A member’s decision to participate in 
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the community depends in part upon the content that other members post and what 
moderators, if they are used, allow. But how should the designers go about deciding 
whether moderators will improve the site? Building different versions of the site 
with alternative design options would be impractical and costly. Another solution is 
to use computational modeling to simulate a system before building it. The simula-
tion can be used to run virtual experiments to evaluate users’ likely reaction to 
alternative design choices and to predict how it will actually be used under various 
scenarios. Assuming that the simulation can replicate known patterns of behavior in 
the phenomena it attempts to replicate, it also can be used to predict reactions to as 
yet undeveloped features. 

 A computer simulation is a program that embodies a partial theory of how some 
phenomenon operates. The method has been used for decades by social scientists to 
understand a wide variety of social dynamics and processes. For example, Schelling 
( 1971 ) created a simple model to show how residential segregation can emerge even 
when most members of a community would tolerate living in an ethnically mixed 
environment. It is “runnable” in the sense that a scientist can turn on and off or vary 
input parameters (e.g., the initial sizes of the ethnic groups, the strength of members’ 
preference for diversity or speed of housing turnover), and the simulation will gener-
ate output to predict e.g., the extent to which the society will become segregated. 

 A similar approach can be taken to study HCI phenomena characterized by bot-
tom- up, self-organizing, and complex interactions among individual users. For 
example, the use of social media such as wikis, blogs, social networking, and social 
bookmarking has become very prevalent in many organizations (Treem & Leonardi, 
 2012 ) and has attracted great interest from HCI researchers (e.g., DiMicco et al., 
 2008 ; Shami, Ehrlich, Gay & Hancock,  2009 ; Thom-Santelli, Millen & Gergle, 
 2011 ; Wu, DiMicco & Millen,  2010 ). Simulation can answer questions such as the 
following: How does usage spread within an organization? What patterns will 
emerge in the use and adoption of these technologies by individual users? How will 
the adoption and use of such technologies change organizational hierarchy? How 
can an organization align system design, incentives, and its culture and policies to 
encourage effective use of the technologies? 

 Scientists and engineers have built several genres of simulation to simulate social 
systems, including statistical, causal models, mathematical models, system dynam-
ics models, neural networks, cellular automata, multilevel simulations, evolutionary 
models, and agent-based models (Taber & Timpone,  1996 ). In this chapter we focus 
on agent-based modeling as a tool to inform the design of multiuser systems and to 
advance our knowledge of how these systems operate because of the isomorphism 
between the systems we are attempting to simulate and the simulation techniques. 
An agent-based model simulates a multiuser system by modeling the behaviors of 
and interactions among individual users who comprise the system. We start with a 
brief review of the method, followed by our key contribution, a seven- step roadmap 
that HCI researchers can follow to build or evaluate agent-based models. We then 
describe how we followed the steps and built an agent-based model that can inform 
the design of online communities. In the end, we share a personal account of how 
we encountered the method and include references for readers who would like to 
learn more about the method.  
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    What is Agent-Based Modeling? 

 Agent-based modeling is a form of computational simulation that “enables a 
researcher to create, analyze, and experiment with models composed of agents that 
interact within an environment” (Gilbert,  2008 ). The agents can imitate a wide vari-
ety of physical and social entities such as human beings, animals, particles, or mol-
ecules. Agent-based modeling is similar to mathematical modeling in terms of rigor 
but better suited for situations when agents are autonomous and heterogeneous, 
when there are complex interactions between agents, and when lower-level actions 
and interactions can lead to the emergence of system-level structures. Compared 
with conventional methods of developing theories in social sciences, agent-based 
modeling is especially suitable for bottom-up theorizing (Kozlowski & Klein, 
 2000 ), and for understanding how individual agent behaviors interact over time and 
lead to emergent system-level patterns. 

 The system-level regularities are often the results of multiple forces working 
together. The tension among the forces may be temporal, structural, or spatial and 
often result in nonlinear relationships like tipping points (Davis, Eisenhardt & 
Bingham,  2007 ). A famous example is Reynolds’ “boids” model ( 1987 ) that simu-
lates the behaviors of fl ocks of birds. The agents in this model are birds with limited 
perception programmed with three simple rules as illustrated in Fig.  1 : separation to 
avoid getting too close to other birds, velocity to travel at the speed of nearby 

  Fig. 1    Illustration of 
Reynold’s boids model 
(Reprinted with permission 
from   http://www.red3d.
com/cwr/boids/    )       
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fl ockmates, and cohesion to head for the perceived center of nearby fl ockmates. The 
model does a remarkable job of replicating how fl ocks of birds fl y together without 
bumping into each other. This tension of wanting to follow the crowd but not get too 
close applies to many human groups, too.    

   The history of agent-based models dates back to Von Neumann in the late 
1940s, when he developed a machine that was capable of self-replicating (Gilbert, 
 2008 ). His creation of a self-replicating automaton without a computer eventually 
led to the creation of cellular automata, a popular technique for doing agent-based 
modeling by placing individual agents on a two-dimensional lattice or grid of cells 
and observing what patterns emerge as they interact with neighbors (Davis et al., 
 2007 ). The idea motivated the creation of Conway’s Game of Life (Gardner,  1970 ) 
and gradually, the method morphed its way from mathematics into economics, 
social science, and other disciplines. The social science version of the game is 
called the Sugarscape model, created by Epstein & Axtell (1996) to simulate and 
study human societies.    

 In the past two to three decades, agent-based modeling has become much more 
widespread due to the exponential growth of computing power. A wide variety of 
models have been developed to simulate physical and social phenomena, such as 
fl ow in sand piles and the activities of animals such as birds and ants (Sawyer, 
 2003 ), social and organizational behaviors in cooperation and collective action 
(Macy,  1991 ), learning (March,  1991 ), social infl uence and norm formation 
(Axelrod,  1986 ;    Axelrod,  1997a ,  1997b ), cultural dissemination (Harrison & 
Carroll,  1991 ), and innovation diffusion (Strang & Macy,  2001 ).  

    How Can Agent-Based Modeling Inform HCI Theory 
and Design? 

 Agent-based modeling can be used for a wide range of purposes such as  descrip-
tion  of behaviors and  training  managers to make better decisions (Burton & Obel, 
 1995 ),  development  of theories of the conditions or mechanisms that generate 
certain behaviors (Davis et al.,  2007 ),  discovery  of unexpected consequences of 
local interactions, and  prescription  to suggest better modes of operation or orga-
nization (Harrison, Lin, Carroll & Carley,  2007 ). We believe there are at least two 
important ways in which agent-based modeling can be leveraged in HCI research: 
to advance theories related to multiuser systems and to inform the design of these 
systems as well as interventions, policies, and practices surrounding them. The 
former corresponds to the use of agent based modeling to  explain  mechanisms, 
processes, or conditions that lead to certain behaviors and the latter corresponds 
to the use of agent-based modeling to  prescribe  actions to obtain desired 
outcomes. 

 A good example to illustrate the use of agent-based modeling to  advance theory  
is the Shape Factory model developed by Nan and colleagues ( 2005 ,  2008 ). Their 
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research began with a laboratory experiment to investigate how geographic separa-
tion infl uences the performance of collocated and remote workers. Ten partici-
pants, fi ve collocated and fi ve remote, earn points by making and buying parts of 
different shapes to fi ll “customer” orders. A puzzling pattern emerged, in which 
collocated and remote players were equally successful even though collocated 
players had communication advantages. Two theoretically plausible mecha-
nisms—in-group favoritism and communication delay—could have been at work, 
but they were confounded in the experiment, making it impossible to isolate their 
independent effects. 

 Agent-based modeling is well suited for addressing such challenges because it 
grants researchers the ability to computationally turn a mechanism on and off and 
observe how outcomes change as a result. Using behavioral patterns observed in the 
lab experiments as benchmarks, Nan and colleagues ( 2005 ,  2008 ) developed an 
agent-based model to separate the effects of in-group favoritism and communica-
tion delay. They implemented the two mechanisms as two behavioral rules: in-group 
favoritism meant collocated agents always transacted business with other collocated 
agents before contacting remote agents; communication delay meant a one-step 
time delay in communications with all remote agents. Their simulation results sug-
gested in-group favoritism actually had a detrimental effect on the performance of 
collocated players (by limiting themselves to transact with only local agents) 
although (lack of) communication delay had a positive effect on their performance. 
The two effects cancelled out each other in the laboratory experiment and would be 
hard to disentangle without agent-based modeling. 

 The Nan study illustrates how agent-based modeling can be used to complement 
other empirical methods, in this case laboratory experiments, to enrich our theoreti-
cal understanding of the working of multiuser systems. As Davis et al. ( 2007 ) sug-
gest, simulation occupies a “sweet spot” between theory-creating methods such as 
case studies and formal modeling, and theory-testing methods, such as survey and 
experiments. The model needs to be grounded in theoretical insights and empirical 
evidence, and in turn it can expand our understanding beyond the conditions that 
were observed in early research. 

 Because researchers in management, public policy, and sociology have already 
documented how to use simulation to develop and test theories (Axelrod,  2005 ; Davis 
et al.,  2007 ; Harrison et al.,  2007 ; Macy & Willer,  2002 ), in this chapter, we focus on 
the use of agent-based modeling in HCI research to inform the design of multiuser 
systems and policies and practices surrounding them. We use online communities as 
an example of multiuser systems. A key challenge in designing online communities 
is that designers must make numerous decisions about features, structures, and poli-
cies. Even experienced designers can be overwhelmed by the trade- offs involved in 
the decisions and fail to anticipate how users will respond. For instance, when 
 launching an online community, if a community offers points for contributions and 
recognizes the most active contributors on a public “leader board,” this feature may 
encourage the least active participants to increase their level of contribution, 
and heavy contributors to contribute less if the former perceive themselves as 
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under-contributing and the latter perceive themselves as over-contributing; moreover, 
it could discourage most community members from contributing at all if they per-
ceive that the leaders are providing suffi cient content. 

 These contradictory predictions originate from two social science theories: social 
comparison theory (Festinger,  1954 ) and the Collective Effort Model (Karau & 
Williams,  1993 ). The former argues that people are motivated to match their perfor-
mance to the performance of similar others, and thus increase their effort when 
being told that others have contributed more than they have (Harper et al.,  2007 ). 
The latter argues that people exert less effort when working in groups than individu-
ally because they perceive their efforts are unnecessary to achieve group outcomes. 
Perhaps because of contradictory predictions like these, theories from social psy-
chology, organizational behavior, sociology, and economics have been applied to 
describe behaviors in online communities, more than they have been applied pre-
scriptively, to offer solutions for building successful communities (see Ling et al., 
 2005 , for exception Kraut & Resnick  2012 ). 

 An important reason that these social science theories seem ill suited for design 
is that the logic of design, which manages trade-offs among tens or hundreds of 
parameters that can infl uence members’ behaviors, is at odds with the logic of social 
science research, which examines the infl uence of a small set of variables while 
holding everything else equal. Agent-based models can bridge this gap, by synthe-
sizing insights from multiple theories to identify the pathways through which par-
ticular design choices will affect the different outcomes that designers aim to 
achieve. In other words, agent-based models can be used to link and integrate what 
Davis et al. ( 2007 ) termed “simple theories” to infer “the combined implications of 
several theoretical assumptions or empirical results” (Taber & Timpone,  1996 , p. 6).  

    What Constitutes Good Work: A Seven-Step Roadmap 

 In this section, we provide a roadmap with a set of guidelines HCI researchers can 
follow to build agent-based models, as shown in Table  1 . To make the guidelines 
concrete and accessible, we use our personal experience to demonstrate how we 
followed these guidelines and built an agent-based model to inform the design of 
text-based online communities. We assume that you already have a research ques-
tion and wonder if agent-based modeling is the appropriate method to study it. 

    Step 1: Evaluate the Appropriateness of Agent-Based 
Modeling for the Research Question 

    Whether agent-based modeling is appropriate for your research depends on several 
factors: the phenomenon of interest, the level of analysis of your research questions, 

Y. Ren and R.E. Kraut



401

and the working body of knowledge from which you can borrow insights to ground 
the model. Phenomena well suited for agent-based modeling typically have the fol-
lowing characteristics:

    1.    They involve the actions and interactions of individual agents.   
   2.    Individual agents have heterogeneous motivations, interests, or behaviors.   
   3.    Individual agents form a large social system whose structure is determined by 

individual actions and the size and structure of the social system, in turn, shape 
individual behaviors.   

   Table 1    Roadmap for using agent-based modeling (ABM) to inform HCI design   

 Steps  Activities/questions 

 Evaluate the appropriateness of 
ABM for your research question 

 – Can the overall system behavior be decomposed into 
decisions and actions by autonomous interacting 
agents? 

 – Are their decisions and actions infl uenced by multiple 
forces? 

 – Is the system likely to be multilevel, nonlinear, and 
dynamic? 

 – Are there simple theories or empirical evidence 
available to ground the model? 

 Defi ne boundary conditions and 
build a conceptual model 

 – Decide the scope of the model (types of agents, types 
of objectives, types of agent behaviors, the larger 
environment) 

 – Identify theories to help construct the conceptual map 
 – Identify key variables in the conceptual map 
 – Start with a simple model and gradually expand 

 Translate the conceptual model to 
computational representations 

 – Operationalize three key elements: agents, environ-
ment, and timescale 

 – Translate theories to behavioral rules governing 
agents’ motion, communication, and action 

 – Simulate time as forced parallel 
 Implement the model  – Decide whether to use an existing platform or build 

from scratch 
 – Compare and choose a platform if needed 
 – Program, debug, test the program 

 Validate the model  – Check program to make sure that it is an accurate 
translation of the conceptual model and is bug free 

 – Calibrate the model by modifying the model to match 
theory predictions, stylized facts, or empirical training 
data 

 – Test the external validity of the model by comparing 
simulation results with theory or empirical testing data 

 Experiment with the model  – Design virtual experiments (determine key factors and 
their values or range and number of runs) 

 – Set parameters with theoretical or real-life values 
 – Run experiments and gather output data 

 Publish the model and results  – Provide suffi cient detail for others to replicate the 
model 

 – Arrange to share the source code 
 – Discuss practical as well as statistical signifi cance 
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   4.    The system dynamically evolves over time as individual agents interact with one 
another, and as a result, it can be characterized as multilevel, nonlinear, and 
dynamic.

       Here are some sample HCI problems that agent-based modeling may help tackle:

•     Attention management in communication exchanges.  Spontaneous, informal 
communication at work is important, yet, it often helps the initiator of the com-
munication at the expense of the person being interrupted (Perlow,  1999 ). 
Interventions designed to balance the benefi ts and costs of spontaneous commu-
nication have often had unforeseen consequences. For example, pricing systems 
that increase the cost of interruptions can reduce the volume of communication 
below optimal levels (e.g., Kraut et al., 2002) or awareness displays that show 
when someone is interruptible can increase instead of reducing interruptions 
(e.g.,    Fogarty, Lai & Christensen,  2004 ). Agent-based models can help predict 
the long term impact of alternative interventions.  

•    Feedback mechanisms in online contribution.  Online production communities like 
Wikipedia need high quality contributions. Interventions that aim to increase qual-
ity often have unintended consequences on the contributors. For example, making 
new members pass a quality test can increase their quality and motivation but 
reduce the number of members who join (Drenner, Sen & Terveen,  2008 ), and giv-
ing contributors corrective feedback may direct their attention away from the task 
and towards themselves and harm their performance (Kluger & DeNisi,  1996 ). 
Agent- based models can help community leaders manage these trade-offs.    

 To reiterate, several common themes run through these examples that make them 
appropriate for agent-based modeling. First, the phenomena are generated  bottom-
 up,  in the sense that individuals make autonomous decisions and the outcome—
whether it is the success or failure of a system or communication patterns—are 
jointly determined by individual actions and interactions. Second,  multiple forces  
drive individual behaviors, implying the model needs to combine multiple theories 
to be a valid representation of reality. Finally, the system-level regularities cannot be 
intuitively predicted based on rules for individual actions because the multiple 
forces affecting behaviors may work in opposite directions or cancel each other out. 

 These examples draw upon relatively mature theoretical and empirical under-
standing of the phenomena being studied. Such understandings should be past the 
exploratory stage, with suffi cient literature available to ground the model. It is ideal 
to have multiple theoretical propositions or empirical results, none of which seems 
capable of explaining the observation alone but collectively have the potential to do 
so (Taber & Timpone,  1996 ). For example, an agent-based model to simulate how 
starting conditions infl uence a community’s success can rely upon a rich literature 
on critical mass (Markus,  1987 ), network externalities (e.g., Shapiro & Varian, 
 1999 ), organizational ecology (Hannan & Freeman,  1989 ), and group commitment 
(e.g., Mathieu & Zajac,  1990 ). It is also desirable to have ways to gather new empir-
ical data to fi ll in detail of the model where theories are silent or fail to provide detail 
to specify functions or parameters.  
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    Step 2: Defi ne Boundary Conditions and Build 
a Conceptual Model  

 Agent-based models, like mathematical and statistical models, are a simplifi ed 
 representation of reality. It is crucial to clearly defi ne the boundaries of a model to 
capture the essence of the phenomenon being studied. Many multiuser systems are 
complex by nature, involving agents in different roles, artifacts of different types, 
and complicated connections between agents, artifacts, and their environment. 
For example, work in Wikipedia occurs in 270 different languages and depends 
upon the contribution of tens of thousands of volunteer editors who take on a 
 variety of tasks from creating new articles to writing policies (Bao et al.,  2012 ; 
Welser et al.,  2011 ). The editors are organized into hundreds of subgroups known 
as WikiProjects, and they collaborate on a technical infrastructure run by a non-
profi t organization. The content ultimately becomes viewable to tens of millions of 
Internet users. If you were to build an agent-based model to understand the  working 
of Wikipedia collaboration, where should you draw the boundaries? Besides edi-
tors and articles, should Wikipedia readers or other agents like the bots (automated 
programs) that repair vandalism be explicitly modeled? What about higher-level 
social entities like WikiProjects or the Wikimedia Foundation, which supports 
Wikipedia’s infrastructure? 

 These are nontrivial decisions, and the answers are not straightforward. Trade- 
offs between simplicity and reality or between parsimony and accuracy plague 
agent-based modeling. An agent-based model, while needing to be suffi ciently 
comprehensive and complete to be accurate, also needs to be a simplifi ed represen-
tation of reality to be useful (Gilbert,  2008 ). Complex models can be more accurate 
in their predictions but are more diffi cult to debug and may become so incompre-
hensible that readers or even its developers have diffi culty deciphering how varia-
tions in the model’s features lead to its results. The right decision, therefore, requires 
a balance of capturing the central phenomenon while stripping away the nonessen-
tials. To a large extent, this balancing act is a judgment call (Davis et al.,  2007 ) or 
“the art of simulation” (Harrison et al.,  2007 ). There are no universally correct 
answers; settling on one depends on individual researchers’ preferences and style 
of research. 

 Some modelers lean toward simplicity. Simple models are especially good for 
theory development, exemplifi ed by Schelling’s ( 1971 ) racial segregation model. 
Simple models can be quite powerful if unexpected system-level patterns can be 
generated with simple rules at the agent level. On the other hand, simple models 
often fall short of making accurate predictions to guide practice because they fail to 
incorporate all the important forces or mechanisms driving a phenomenon. Agent- 
based modeling needs a reasonable level of complexity to provide useful guidance 
to design. Even when building complex models, a good practice is to start with a 
simple model and gradually expand to add more fi delity. 

 Once the boundaries are established, researchers can identify the important 
concepts they want to capture in the model and their relationships. Taber and 
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Timpone ( 1996 ) suggest the practice of creating “an inventory of concepts on 
paper when dealing with a complex model” (p. 15). This concept inventory should 
defi ne the concepts in qualitative terms and propose a loose notion of how they 
might be operationalized. Researchers should consider theories from multiple dis-
ciplines to ground their models, because social behaviors and processes cannot be 
decomposed into separate subprocesses that neatly match the artifi cial divisions of 
different disciplines (Epstein,  1999 ). Individual behaviors can be driven by eco-
nomic, psychological, political, and technological factors, and researchers should 
not let disciplinary boundaries prevent them from identifying important aspects of 
a phenomenon.  

    Step 3: Translate the Conceptual Model 
into Computational Representations 

 The next step is to operationalize the conceptual model by translating theoretical 
relationships to assumptions, agent attributes, and behavioral rules. Gilbert ( 2008 ) 
identifi ed three key elements to specify an agent-based model: agents, environ-
ments, and timescales. An agent can be a person, animal, or object. Agents imitating 
humans can engage in the following activities:

•    Perceive the environment including the presence of other agents or objects in 
their neighborhood.  

•   Perform a set of behaviors, such as moving within a space, communicating 
(sending messages to and receiving messages from other agents), acting or inter-
acting with the environment (such as joining a group or contributing information 
to a corporate wiki).  

•   Remember their previous states, actions, or consequences (e.g., for learning 
purpose).  

•   Follow policies or adopt strategies that determine what actions to take next.    

 In the Shape Factory simulation, agents’ perceptions of the environment include 
the awareness of collocated and remote players and the shapes they produce. Agents 
could not move but could communicate by sending and fulfi lling shape requests. 
Agents did not have memories and could not learn from past behaviors. They did 
not engage in sophisticated strategies although they had a goal of maximizing the 
number of orders they fi lled. 

 In more complex models, agents could engage in more sophisticated behaviors. 
For instance, in an model developed to study transactive memory, agents possessed 
knowledge about both their own and other agents’ areas of expertise (Ren, Carley & 
Argote,  2006 ). The transactive memory enabled agents to effi ciently search for 
information and assign tasks to those with specialized knowledge. 

 Timescale is another key element in translating theories to agent behaviors. The 
order in which agent behaviors occur can signifi cantly infl uence simulation results 
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because output from early agents changes the environment that other agents 
 experience later. For example, in simulating an online discussion group, researchers 
must consider whether a post will be broadcast to all other agents immediately after 
it is posted or kept in a repository until all agents fi nish the current round of activi-
ties. The choice arises because parallel processing is computationally costly, but 
less costly modeling procedures can approximate it. For example, researchers can 
buffer all interactions in the environment (e.g., recent messages posted in a com-
munity) and wait until all actions are completed before displaying the new interac-
tions (i.e., new messages) to all agents. In the jargon of agent-based modeling, 
actions can be organized in staged episodes, with time simulated as “forced  parallel.” 
This technique is also called “simulated synchronous execution” (Gilbert,  2008 ). 
A useful tool in model design is a fl owchart, which shows the sequence of actions 
together with the conditions under which a rule applies or an action is taken.  

    Step 4: Implement the Model 

 The implementation step is often mistaken as the core of agent-based modeling (all 
you need to do is to write computer code which will generate tons of numbers, 
right?). Implementation is important in the sense that the modeler must accurately 
translate the conceptual model to computer code so that the program runs effi ciently 
and is bug free. Compared to the conceptual model, however, implementation is less 
important. Without a valid conceptual model, whatever data you get from the simu-
lation will be worthless, i.e., “garbage in, garbage out.” 

 There are typically two options for implementing an agent-based model: build on 
an existing simulation platform like NetLogo (Wilensky,  1999 ) or code it from 
scratch using a general-purpose computer language like Java, Python, or C++. This 
choice determines the user interface that the modeler will use to interact with the 
model. Myers and colleagues ( 2000 ) have identifi ed criteria for evaluating user 
interface software. Criteria that are especially important in choosing tools for agent- 
based modeling include the software’s threshold (i.e., the diffi culty in learning the 
system and building initial software), ceiling (how much can be accomplished with 
the software), path of least resistance (i.e., whether the software helps the user pro-
duce appropriate models), and stability (i.e., whether the software is changing too 
rapidly for its users to gain signifi cant experience with it). 

 Each approach has its pros and cons. Which to choose depends on the complex-
ity of the model, the researchers’ timeline and programming skills, and the extent to 
which a decent user interface and add-on features such as network analysis and 
visualization are needed. For beginners, we recommend building on a platform such 
as NetLogo (  http://ccl.northwestern.edu/netlogo/    ), Repast (  http://repast.source-
forge.net/    ), or Mason (  http://cs.gmu.edu/~eclab/projects/mason/    ), especially if the 
model is simple, can be built using standard modules or if researchers have limited 
programming skills. Even experienced programmers can save a great deal of time 
and effort by building on a platform. On the other hand, if the model is complex and 
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requires functions that are unavailable in established platforms, it can be diffi cult to 
coerce the platform to fi t your purpose. If so, building from scratch may be the only 
option. The fi rst author’s experience of developing a model to simulate transactive 
memory systems fi ts this category. A key element of the model was the concept of 
transactive memory that stores information about other agents’ areas of expertise 
(Ren et al.,  2006 ). Existing platforms did not have a built-in module that can be 
modifi ed to simulate the working of a transactive memory system. Therefore, we 
built our own model using Java. It was a multiyear effort (close to 3 years including 
model validation) but it allowed us to capture the core concept we wanted to study. 

 Detailed reviews and comparisons of agent-based modeling platforms are avail-
able from several sources. Gilbert ( 2008 ) compares four platforms—Swarm, Repast, 
Mason, and NetLogo—on user base, speed of execution, support for graphical inter-
face and systematic experimentation, and ease of learning. He reports that “NetLogo 
stands out as the quickest to learn and the easiest to use, but may not be the most 
suitable for large and complex models. […] Repast has the advantage of being the 
newest … but also has a signifi cantly smaller user base, meaning that there is less of 
a community that can provide advice and support” (p. 49). Our own experiences 
with the two platforms are consistent with Gilbert’s assessment. In addition, we 
recommend Repast for building large, complex models that are computationally 
demanding.  

    Step 5: Demonstrate the Internal and External 
Validity of the Model  

 The next step is to ensure that the model is a valid representation of reality. Doing 
so consists of three processes: verifi cation, calibration, and validation. Model  veri-
fi cation  involves checking that the agent-based model satisfi es its specifi cation, is 
correctly implemented and bug free (Gilbert,  2008 ). Model  calibration  involves 
tuning a model’s rules or parameters to produce results that match real data or styl-
ized facts (i.e., simplifi ed representations of empirical fi ndings) with reasonable 
accuracy (Carley,  1996 ). Model  validation  involves comparing model predictions to 
a holdout sample of data that was not used in the calibration process to see how well 
the two match (Gilbert,  2008 ). Verifi cation ensures internal validity or the degree to 
which the implemented model corresponds with the conceptual model and calibra-
tion and validation ensure external validity or the degree to which the model corre-
sponds with the real world (Taber & Timpone,  1996 ). All three processes can be 
time consuming so researchers must budget suffi cient time when planning the proj-
ect. No matter how carefully one has worked to develop a model, it will always 
contain bugs. Some bugs are obvious and easy to fi nd because they prevent the 
model from running or they generate anomalous results. Other bugs are harder to 
fi nd, because the model runs and produces results that appear superfi cially plausi-
ble. These bugs require more careful scrutiny and rigorous testing. Occasionally 
they survive the verifi cation process and get caught in calibration or validation when 
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researchers have diffi culty producing results that match theoretical predictions or 
empirical data (although sometimes it is the theory that needs to be modifi ed). 

 Once you are confi dent about a model’s internal validity, you can move on to 
assess its external validity with calibration and validation techniques. The two pro-
cesses are often confused as one. While both processes examine whether model 
output matches real world data, calibration involves the “tweaking” of the model 
iteratively so that its output matches (some of the) data. Validation involves run-
ning the model to assess its match to a new sample of data. To avoid overfi tting, a 
good practice is to split data into two sets: one set used to calibrate the model and 
the other used to validate the model (similar to training and testing sets in machine 
learning). 

 For calibration and validation, researchers often focus on assessing outcome 
validity by comparing model predictions with real-world data or with the predic-
tions of other competing models 1  (Taber & Timpone,  1996 ). The primary criterion 
is to show that the model can replicate the system-level regularities that the research 
seeks to explain (Gilbert,  2008 ). The replication can be assessed using multiple 
criteria such as correlations, analysis of variance, linear or nonlinear regression, or 
tests for comparison of means (Taber & Timpone,  1996 ). Carley ( 1996 ) describes 
four levels of assessing outcome validity:  pattern validity  requires the pattern of 
simulation results matches patterns of real data,  point validity  requires the output 
variables of the model, taken one at a time have the same mean as the real data, 
 distributional validity  requires the distribution of model output has the same distri-
butional characteristics as the real data, and  value validity  requires the highest level 
of precision in matching, that is, the model output matches the real data on a point-
by- point basis. Which level to choose is at the discretion of researchers depending 
on research purpose.  

    Step 6: Experiment with the Model 

 Once a model is validated, it can be used to run virtual experiments to generate 
simulated data for which no real data yet exist. This is the step where HCI research-
ers and practitioners will experience the value of agent-based modeling. They can 
vary parameters across a wide range and at great granularity—much beyond the 
level of control typical of fi eld studies or laboratory experiments. Once the model is 
built, the costs of running a virtual experiment are minimal. More importantly, 
researchers can open the proverbial “black box” by observing and analyzing 
intermediate variables to reveal the mechanisms or processes that cause the result-
ing patterns. 

1   Another rare form of model validation is called model alignment or “docking” in short, under 
which researchers compare two or more models to see if they can produce the same results. A good 
example is Axtell and colleagues’ work (1996) to align the cultural transmission model and the 
Sugarscape model. They call for wider practice of docking among modelers. 
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 Similar to laboratory experiments, a virtual experiment generates data for each 
cell in an experimental design by running the model with a combination of param-
eters. Meaningful results require careful setting of parameters to match reality and 
to determine how many data points to simulate for each condition. A good practice 
is to use theory or empirical evidence to restrict the range of parameters, either 
qualitatively or quantitatively. Another approach is to sample the parameter space to 
cover a reasonable range (Gilbert,  2008 ). For instance, Nan ( 2011 ) built an agent- 
based model to simulate IT use in organizations and used data from a case study by 
Orlikowski ( 1996 ) to set initial conditions. It is also important to include counter-
factual analysis or what is often referred to as “what-if” experiments to explore what 
might happen if parameters are to set to values different from existing empirical 
observations. 

 After the experiments, researchers should run sensitivity analysis or robustness 
checks (Davis et al.,  2007 ) to assess how sensitive simulation results are to key 
assumptions and parameters built in the model. Sensitivity analysis is the process of 
relaxing assumptions or systematically changing functions and parameters to see 
how robust simulation results are or to understand the conditions under which the 
model yields the results (Gilbert,  2008 ). Researchers can be more confi dent about 
the results if they remain stable when key constraints are relaxed or key parameters 
are varied. Sensitivity analysis can also be used to facilitate model validation. This 
practice is especially valuable when little theory or empirical evidence is available 
to inform the specifi cation of experimental parameters. One recommendation is to 
expand the parameter space to identify and report “boundary conditions” when 
simulation results no longer hold.  

    Step 7: Publish the Model and Results 

 Analogously to conducting a usability study in industry, if your only purpose of 
building an agent-based model to inform system design, you are done. However, if 
you are an academic working on peer-reviewed publications, more work still 
remains. Because many reviewers are unfamiliar with the method and because the 
details of a model are harder to describe than the details of an empirical study, it can 
be diffi cult to publish research using agent-based models. In this section, we share 
some of our experiences of reviewing and publishing simulation work. 

 Lesson 1—Write in plain English and provide enough detail about the model. 
This advice is easier said than done. Good writing is important for publishing all 
papers but especially crucial for simulation work because you must appeal to both 
domain and methodology experts and readers vary greatly in their familiarity with 
the method. Even a moderately complex model, like the one we describe below, 
might include dozens of rules, close to 100 variables and 1,300 lines of code built 
on a platform. You need to provide enough detail about how the model works, with-
out making every reader read the original program. Some common mistakes are 
failing to include all rules that determine agent behaviors (e.g., saying an agent’s 
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opinion is infl uenced by close neighbors without specifying how the infl uence 
occurs), failing to specify the order in which behaviors occur (e.g., do agents 
express their opinions fi rst and then get infl uenced or decide to switch groups or 
vice versa), or failing to clearly describe the initial conditions of virtual experi-
ments (e.g., how many agents to begin with, the rate at which new agents enter, the 
number of runs for each condition). A rule of thumb to assess whether suffi cient 
detail has been provided is that experienced modelers should be able to draft the 
pseudo code of the program based on the model description. If space permits, it is 
also a good idea to include pseudo-code, key functional forms, and a fl ow chart 
showing the sequence of actions. 

 Lesson 2—Prepare to share your code. Whether you are building on a platform 
or programming from scratch, write clear code with good documentation so that it 
can be easily read and understood by an average programmer. Some reviewers may 
request to see your code and other researchers may be interested in confi rming or 
extending your model. There are multiple ways of sharing one’s model, privately or 
publicly. One advantage of building on a platform is the ease of sharing models. For 
example, NetLogo hosts a Modeling Commons for its users to share models and 
search for others’ models (  http://modelingcommons.org/account/login    ). You can 
access our online community model at   http://dl.dropbox.com/u/11116596/
OnlineCommDesign.nlogo    . 

 Lesson 3—Be mindful of sample size when reporting simulation results. Sample 
size is determined by the number of runs for each experimental condition. Because 
it is so easy to replicate an experiment once a model is developed, reporting statisti-
cal signifi cance is insuffi cient. A reviewer comment we once received vividly illus-
trates the concern: “Could you have simulated 1,000 groups and got everything to 
be signifi cant? How did you choose [the number we had chosen in the paper]?” Our 
advice is to report effect sizes (e.g., % increase in adoption rates or number of visi-
tors for a day) in addition to statistical signifi cance.   

    Following the Roadmap: Using ABM to Inform the Design 
of Online Communities 

 In this section, we show how we have followed the seven steps and built a model to 
inform the design of online communities. We began with the research question of 
how design choices such as topical breadth, message volume, and discussion mod-
eration interact to infl uence the success of an online community. We believed agent- 
based modeling was appropriate to address the question. Online communities are 
bottom-up social structures whose success depends on the active participation and 
interaction of individual members. Members are heterogeneous in their attributes 
(e.g., interests, knowledge, experiences with the community) and motivations (e.g., 
seeking information, emotional support, reputation, entertainment, a sense of 
belonging) (Ridings & Gefen,  2004 ; Wasko & Faraj,  2005 ). When we were starting 
the project in 2006, there was a good body of knowledge from survey and 
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interviews about what motivates users to participate in online communities (Bryant, 
Forte & Bruckman,  2005 ; Ridings & Gefen,  2004 ). We were also able to ground the 
model on well-established theories from economics and social psychology around 
individual decisions to join groups, participate in collective actions, and the infl u-
ence of perceived benefi ts and costs. Agent-based modeling was a useful tool to 
integrate these theories to understand challenges of building successful online 
communities. 

 Based on our own empirical research and the literature, we decided the core 
concept to simulate was individuals’ motivation to participate. We chose the 
Expectancy Theory of motivation (Vroom, Porter & Lawler,  2005 ) and one of its 
extensions, the Collective Effort Model (Karau & Williams,  1993 ) as our basis. 
These theories assume people contribute to a group to the extent they believe their 
efforts will lead to outcomes for themselves that they value. Neither theory, how-
ever, is specifi c about the types of benefi ts that motivate people. Research on online 
communities had identifi ed six benefi ts that consistently drove participation: (1) 
information, (2) fulfi llment of altruistic or expressive needs produced by helping 
others, (3) identifi cation with the group, (4) relationships formed with group mem-
bers, (5) entertainment, fun, and other forms of intrinsic motivation, and (6) reputa-
tion and other forms of extrinsic motivation (e.g., Ren, Kraut & Kiesler,  2007 ; 
Ridings & Gefen,  2004 ; Roberts, Hann & Slaughter,  2006 ; Wasko & Faraj,  2005 ). 

 We supplemented the Expectancy Theory with other theories to operationalize 
the six benefi ts. We drew insights from theories of group identity theory (Hogg, 
 1996 ) and interpersonal bonds (Berscheid,  1994 ) to calculate social benefi ts, and we 
drew insights from resource-based theory (Butler,  2001 ) and information overload 
theory (Jones, Ravid & Rafaeli,  2004 ) to calculate informational benefi ts. Theories 
of group identity and interpersonal bonds propose that members commit and con-
tribute to a group if they feel psychologically attached to the group or its members 
(Prentice, Miller & Lightdale,  1994 ). Information overload theory proposes that 
human beings’ information processing capacity is limited and too much information 
or irrelevant information is aversive (Rogers & Agarwala-Rogers,  1975 ). 

 This is where the value of agent-based modeling’s ability to combine multiple 
theories becomes apparent. First, motivation has multiple causes, and each cause is 
typically treated by a separate social science theory. For example, information over-
load theory focuses on how informational benefi ts affect motivation while group 
identity theory focuses on the motivational infl uence of psychological attachment to 
the community. Therefore, multiple theories are needed to model motivation. 
Second, a single design choice, when routed through different theoretical lenses, 
can have divergent effects on motivation. One example is the effect of group size. 
When examined through resource-based theory of online social groups, large group 
size is a measure of resource availability and thus provides informational benefi ts. 
When examined through the Collective Effort Model (Karau & Williams,  1993 ), 
however, members of large groups tend to contribute less time and resources because 
of dilution of responsibility. When examined through the lens of interpersonal 
bonds (Frank & Anderson,  1971 ), large group size reduces motivation because it 
makes it diffi cult to form relationships with other members. Combining these effects 
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in an agent-based model allows us to better understand how potential design 
 decisions affect member motivation and contribution through multiple routes. 

 In terms of boundary conditions, we decided to focus on members, their interac-
tions, and how various design choices affect their experiences. Although theories 
from organizational ecology (Hannan & Freeman,  1989 ), which focus on intercom-
munity competition, could have been relevant, we ignored these to limit the model’s 
scope and to make model development tractable. We also excluded, for example, the 
cost of implementing the design choices primarily because our goal is to assess the 
effectiveness of various designs and partially because it is complicated to model 
costs (e.g., due to different design contexts). 

 Figure  2  depicts our conceptual model. Member actions such as reading and 
posting messages are determined by benefi ts and costs associated with participa-
tion. Reading and posting behaviors change community dynamics such as the num-
ber and quality of messages, as well as the number of members and their relationships 
with one another; these, in turn, infl uence experienced benefi ts and motivation. 
Design interventions, such as the cost of posting messages, diversity of nominal 
topics, and moderation also infl uence community dynamics.

   We then translated the conceptual model into agents’ attributes and behavior 
rules. The two behaviors that agents engage in are reading and posting messages. 
Following the utility-like logic underlying the expectancy-value theories, we 
assumed an agent (1) logs in to read messages when expected benefi t from partici-
pation exceeds expected cost, and (2) posts messages when expected benefi t from 
contributing exceeds expected cost. Details about how we calculated member 

  Fig. 2    The conceptual model       
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benefi ts can be found in Ren and Kraut ( In press ). For example, the model assumed 
that social, identity-based benefi t is a function of the extent to which agents’ inter-
ests are similar to the group’s interests, and social, bond-based benefi t is a function 
of the number of other agents with whom the agent has had repeated interactions. In 
this model, agents take actions during a simulated day, and we simulated time as 
forced parallel. All active agents in the simulated community are given the opportu-
nity to make a reading and posting decision before anyone moves to the next day. 
Messages posted the previous day are distributed to all agents the next day and used 
to update their expectations of benefi ts. 

 For a simulated day, agents could make up to three decisions. They fi rst decide 
how many messages to read. We calculated messages an agent viewed on a specifi c 
day as proportional to the amount of benefi t he received in the past from reading 
messages minus the cost of reading, capped by the total number of messages avail-
able to read. They next decide whether to post messages, which incurs greater costs 
than reading messages. If an agent decides to post a message, he makes three addi-
tional decisions: (1) whether to start a new thread or reply to an existing post; (2) the 
topic of the message and (3) which message to reply to. Based on empirical evi-
dence from Usenet groups, we assumed an agent is equally likely to start a new 
thread or to reply to one. The topic of the message is a joint function of the agent’s 
interests, topics of the messages the agent has recently viewed, and the topic of the 
replied-to message if it is a reply. Theory and empirical evidence (Fisher, Smith & 
Welser,  2006 ; Faraj & Johnson,  2011 ) suggest three common patterns of interaction 
among community members: (1) preferential attachment, in which members 
respond to popular messages or posters; (2) reciprocity, in which members respond 
to others who have written to them in the past; and (3) interest matching, in which 
members respond to messages that match their interests. We thus assumed that 
agents in the model choose to reply to a message based on the average of (1) the 
number of replies the message has received; (2) the number of times the poster of 
the message has responded to the agent; and (3) the match between message topic 
and the agent’s interests. 

 We fi rst built our model in NetLogo, a cross-platform multi-agent modeling 
environment (Wilensky,  1999 ). Figure  3  shows a snapshot of the user interface. The 
buttons in the upper-left corner allow researchers to specify the initial members, 
messages, type of the community and run time. The window on the right shows 
members in the community. The plots track statistics such as member entry, exit, 
and the number of participants and contributors. It took us a year and half to design, 
build, and validate the model. The online communities we simulated grew to have 
thousands of members including both lurkers and active contributors and thousands 
of messages. We later re-implemented it using Repast to achieve greater speed. 
A virtual experiment with 540 runs that used to take three days to run in NetLogo 
took several hours in Repast.

   We went through all three steps to ensure the validity of our model. Previous 
studies show that three statistics describing online communities—posts per mem-
ber, replies per post, and communication partners (out-degrees) per member—dem-
onstrate a power-law distribution (Fisher et al.,  2006 ; Smith,  1999 ). We used these 

Y. Ren and R.E. Kraut



413

three stylized facts to calibrate the model. We constructed two data sets of  Usenet  
groups and used a set of 12 groups to calibrate the model and a new set of 25 groups 
to validate it. 

 Calibration was an iterative process. After each run, we examined mismatches 
between the simulated and the real data, reexamined model assumptions, and made 
adjustments to the model in light of theoretical reasoning, empirical evidence, or 
knowledge about how the processes in the model operate. After ten iterations of 
tweaking, the model replicated the power-law distribution for all three statistics. We 
then simulated a new set of 25 Usenet groups. We used pattern validation and com-
pared the pattern of three statistics from the model—posts per agent, replies per 
post, and out-degree ties per agent—with the pattern generated from real data. We 
also calculated Pearson correlations between the empirical data series and the simu-
lated ones and the coeffi cients ranged between 0.90 and 0.96, confi rming a good 
match between the two. 

 We used the model to explore three design decisions: How broad a set of discus-
sion topics should the community encourage? What is an optimal level of message 
volume? What type of discussion moderation if any should the community adopt? 
We designed a full-factorial experiment to simulate three levels of topical breadth 
with one, fi ve or nine topics, three levels of message volume, with an average of 10, 
15, or 20 messages per day, and three types of moderation: no moderation, 
community- level moderation (under which off-topic messages are removed), and 
personalized moderation (under which a personalization algorithm presents a subset 
of messages that match a member’s interests). We ran a 365-day simulation for each 
experimental condition on fi ve randomly constructed groups. All groups began with 
30 agents and 30 messages and evolved over time as newcomers joined and old- 
timers left. 

  Fig. 3    Interface of the online community model in NetLogo       
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 We examined the effects of topical breadth, message volume, and moderation on 
two outcomes easily visible to a community manager: the number of new posts per 
day, an indicator of community activity, and the average number of login sessions 
per member, an indicator of member commitment. We ran analysis of variance 
(ANOVA) to examine the effects of topical breadth, message volume, and modera-
tion. We also examined the benefi ts members received on the 100, 150, 200, 250, 
and 300th day of the experiment. 

 The model led to several plausible yet non-obvious fi ndings: (1) members of 
topically broad communities were more committed or visited more frequently than 
members of topically narrow communities, although they did not post more mes-
sages, (2) community-level moderation led to greater commitment but not contribu-
tion, and (3) personalized moderation outperformed community-level moderation in 
communities with broad topical focus and high message volume. These results can 
be partially explained as a critical trade-off between informational and relational 
benefi ts, which the simulation revealed. For example, having more topics to discuss, 
on the one hand, increases informational benefi ts because it increases the number of 
messages likely to match one’s interest; on the other hand, it reduces relational ben-
efi t because it reduces the chance of two members sharing a common interest. 

 To assure the robustness of our results, we ran a series of sensitivity analyses by 
relaxing key assumptions and varying key parameters. Results did not differ sub-
stantially. Some of the key parameters we varied were: the likelihood of posting a 
new message in a day (from 30 to 70 %), the criterion to be recognized as an active 
contributor (from top being in the top 5 % to the top 20 %), and the accuracy of 
personalization (from 60 to 100 %). 

 In terms of design implications, the simulation results call for reconsideration of 
well-established beliefs in the effectiveness of a narrow focus (Maloney-Krichmar 
& Preece,  2005 ) and community-level moderation (Preece,  2000 ). While these 
practices remain useful for some communities, our research suggests a contingency 
view of online community design. There is no universally optimal design for all 
online communities. The optimal choice depends on community characteristics 
(topical breadth and message volume) and the specifi c goals designers wish to 
accomplish (to make members loyal or to increase their contribution).  

    How We Discovered Agent-Based Modeling 
and Useful References 

 We were asked to also talk about our personal stories with agent-based modeling. 
For the fi rst author, it could be traced to a belief she had since childhood that we 
could “simulate” (although at that time she did not know the word) and predict 
human society as accurately as we could predict the physical world. Serendipity 
also played a role when she started graduate school at Carnegie Mellon University 
working as a research assistant for Kathleen Carley, who is an expert in computa-
tional social and organizational theory. Later, she began conducting fi eld studies and 
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experiments because it was considered risky to do just simulation research (which 
may still be true in some disciplines). Years later, however, she enjoys and benefi ts 
greatly from being able to study a phenomenon using multiple methods including 
agent-based modeling. 

 The second author had been intrigued by the methodology for a long time and 
offered the fi rst author a postdoctoral position, which started our years of collabora-
tion to study online communities using various methods including agent-based 
modeling. So if you are foreign to the method, teaming up with someone who has 
done it can help you climb the learning curve. We should note that like other research 
skills, agent-based modeling is easy to learn but hard to do well. Experiences help 
and familiarity with the domain which you study helps as well. In addition, Axelrod 
( 2005 ) has a book chapter in which he shares his experience of building the model 
to study the Prisoner’s Dilemma game and his success as well as struggles of work-
ing with researchers from other disciplines and publishing his interdisciplinary 
work. It is a fun read. 

    Here is a list of papers that we have found useful and recommend as additional 
references:

•    Schelling, T. C. ( 1969 ). Models of segregation.  American Economic Review , 
59(2), 488–493.  

•   Reynolds, C. W. ( 1987 ). Flocks, herds, and schools: A distributed behavioral 
model.  Computer Graphics , 21(4), 25–34.  

•   Harrison, J. R., & Carrol, G. R. ( 1991 ). Keeping the faith: A model of cultural 
transmission in formal organizations.  Administrative Science Quarterly , 36(4), 
552–582.  

•   Carley, K. M. ( 1991 ). A theory of group stability.  American Sociological Review , 
56(3), 331–354.  

•   March, J. G. ( 1991 ). Exploration and exploitation in organizational learning. 
 Organization Science , 2(1), 71–87.  

•   Carley, K. M. ( 1992 ). Organizational learning and personnel turnover. 
 Organizational Science , 3(1), 20–46.  

•   Epstein, J. M., & Axtell, R. L. ( 1996 ).  Growing Artifi cial Societies: Social 
Science from the Bottom Up . Boston, MA: MIT Press.  

•   Axelrod, R. ( 1997 ).  The complexity of cooperation: agent based models of 
 competition and collaboration . Princeton, NJ: Princeton University Press.  

•   Macy, M. W., & Willer, R. ( 2002 ). From factors to actors: computational sociology 
and agent-based modeling,  Annual Review of Sociology,  28:143–166.     

    Concluding Remarks 

 To summarize, in this chapter, we presented a roadmap of how to use agent-based 
modeling to synthesize multiple social science theories to inform the design of 
multiuser systems, using our model on online community design as an example. 
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We encourage HCI researchers to consider either building your own agent-based 
 models or adapting existing models as a new way of understanding and addressing 
challenges in designing multiuser systems. Researchers and designers can collabo-
rate to perform “full-cycle research” (Chatman & Flynn,  2005 ) by alternating 
between agent-based modeling and fi eld experiments and using the two to comple-
ment one another—the former to combine theories and generate new predictions 
and the latter to test the redesigns informed by simulation results. Once developed 
and validated, the agent-based model can be continuously extended to incorporate 
new theories or study new design choices. It can also serve a test bed to help 
designers navigate design spaces and choose features that fi t their design goals. We 
also foresee the possibility of building agent-based models as collaboration 
 platforms to allow researchers from different disciplines to collectively tackle for-
midable design challenges.  

    Exercises 

     1.    Name some social behavior that might be amenable to agent based modeling, 
outside of the ones listed in this chapter.   

   2.    Where do the rules come from that determine the agents’ behaviors?         
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           Introduction 

 Social network analysis (SNA) is the systematic study of collections of social 
 relationships, which consist of social actors implicitly or explicitly connected to one 
another. Social network analysts characterize the world as composed of  entities  
(e.g., people, organizations, artifacts, nodes, vertices) that are joined together by 
 relationships  (e.g., ties, associations, exchanges, memberships, links, edges). SNA 
focuses on relational data about what transpires between entities in contrast to attri-
bute data about individuals. Network analysts focus on the patterns generated within 
collections of many connections. For individuals, SNA is more about “who you 
know” than “what you know” or “who you are.” At the group level, SNA illuminates 
how each person’s individual connections aggregate to form emergent macrostruc-
tures like densely connected subgroups. Using the mathematics of graph theory, 
social network analysts calculate and visualize the properties of networks and the 
social actors that inhabit them. 

 HCI seeks to improve the ways people interact with information systems, many 
of which support interactions between people. SNA can be applied in many ways to 
HCI concerns, providing theory and methods for better understanding and evaluat-
ing the diffusion and impact of CSCW innovations like social media systems. 
Network analysis can be applied to capture the social structure of a user population 
before, during, and after new technologies are deployed. Network datasets can be 
used to measure changes in patterns of relationships and workfl ow that are not 
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visible in more common metrics like counts of users and rates of resource usage. 
A network perspective distinguishes between simple population growth and the 
development of important social structures within that population. The success of 
some systems may depend, for example, on attracting smaller populations of users 
who create a denser web of connections than systems that attract larger but more 
sparsely connected populations (see Ren & Kraut, in this volume). Attracting users 
in the fi rst place is another HCI concern for which network methods can be useful. 
For example, SNA can help identify potential infl uencers who occupy strategic 
positions in existing networks who can recruit new users most effectively. 

 Social networks have formed for as long as people have interacted, traded, and 
engaged with one another. While social networks have existed long before the 
Internet, recent social networking services, such as Facebook and LinkedIn, sup-
port the creation of large, distributed, real-time social networks. When these ser-
vices are used, they often generate data that is valuable for basic and applied 
research purposes. Prior to the widespread use of digital information systems, gen-
erating records of social interactions was challenging. In the era of pencil and paper 
data collection, datasets were often subjective, small, and time bound. Today, many 
legal, fi nancial, educational, recreational, and personal communication systems 
generate the materials needed to analyze webs of human relations. Social networks 
are present in collections of e-mail, instant messaging, text messages, phone call 
logs, hyperlinks, message forum posts and replies, wiki page edits, tweets, “pins,” 
video calls, multiplayer games, etc. These activities all generate network data that 
can be captured at a scale and pace never before possible, opening up new opportu-
nities in computational social science (Kleinberg,  2008 ). Network analysis of 
online interactions is also proving to be a new source of actionable insights for 
community administrators, marketers, and designers of CSCW systems (Hansen, 
Shneiderman, & Smith,  2010 ). 

 Social media network maps can be a useful way to create a higher level under-
standing of collections of messages and the connections among authors that form in 
many information systems. Network maps can reveal divisions between subgroups 
of users that would otherwise be diffi cult to perceive. Network metrics can also be 
calculated for each participant to highlight the few people in key locations in a 
population, such as network hubs or bridge spanners. Visualization of networks 
along with calculated metrics can provide useful illustrations and summaries of the 
shape of a connected population. For example, Fig.  1  shows a network created from 
the connections among Twitter users discussing “global warming.”

   The graph represents a network of 415 Twitter users whose tweets contained 
“global warming.” There is a green edge for each follows relationship. There is a 
blue edge for each “replies-to” or “mentions” relationship in a tweet. The tweets 
were made over the 4-h, 54-min period from Sunday, 11 November 2012, at 13:46 
UTC to Sunday, 11 November 2012, at 18:41 UTC. The graph’s vertices were 
grouped by cluster using the Clauset–Newman–Moore cluster algorithm. Each group 
is presented alone in a box, separated from all other clusters. The graph was laid out 
using the Harel–Koren Fast Multiscale layout algorithm. The vertex sizes are based 
on follower values. Visual attributes of this network map display multiple facets of 
each user and their connections. The size of nodes highlights important people, 
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while color indicates membership in subgroups that are more densely connected to 
themselves than to other groups of users. The network is composed of a large con-
nected component of people who are linked together by replying to or following one 
another. The connected group is subdivided into clusters or subgroups based on rela-
tive densities of connections. From analysis of this network and the content associ-
ated with it the groups can be labeled to indicate their focus or orientation. In this 
network climate change deniers are separate from people discussing climate science, 
sharing few follows, replying, or mentioning connections between the two    groups.  

    A Brief History of Social Network Analysis 

 Though social networks are primordial, SNA is a relatively recently developed 
methodology whose history can be divided into roughly three phases: the founda-
tional phase, the computational phase, and the network data deluge phase. See 
Linton Freeman’s book on the development of SNA for a full treatment of the 
 history of SNA ( 2004 ). 

  Fig. 1    A social network consisting of Twitter users ( nodes ) who have tweeted the word “global 
warming” connected to one another based on Follow, Reply, or Mention relationships ( edges ). 
Nodes are assigned different colors based on clusters, and hubs with many followers are indicated 
by size. Labels for each group are derived from frequently mentioned hashtags in the tweets from 
the users in each cluster. (Color fi gure online)       
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 The early foundational phase, beginning in the eighteenth century and continuing 
into the 1970s, focused largely on defi ning terms and establishing the necessary 
mathematical graph theory foundation. Very early work by the famous mathemati-
cian Leonhard Euler demonstrated the value of using a graph theory representation 
to solve mathematical puzzles. In the 1950s and 1960s work by Paul Erdős and 
Alfréd Rényi provided formal mechanisms for generating random graphs that made 
statistical tests of network properties viable. Meanwhile, sociologists including 
Auguste Comte and Georg Simmel saw patterns of social ties as the main focus of 
sociology in contrast to the study of individuals and their attributes. During the 
1930s, authors including Jacob Moreno, Lloyd Warner, and Elton Mayo applied 
formal mathematical methods to describe, analyze, and visualize networks in what 
was then described using terms such as “psychological geography,” “sociometrics,” 
and “sociograms.” Stanley Milgram, working in the 1960s, performed his famous 
“six degrees of separation” study involving chain letters sent across the United 
States from random people to a stock broker in Massachusetts ( 1967 ). The average 
number of people needed to complete the chains was six, a surprisingly low number 
that illustrated how closely connected two individuals can be, even in extremely 
large social networks. In the 1970s, sociologist Mark Granovetter demonstrated the 
value of a social network approach by showing that “weak ties” (e.g., connections to 
acquaintances) were a much better source of new jobs than “strong ties” (e.g., family 
and very close friends) ( 1973 ). Later studies showed the “strength of weak ties” in 
other contexts including learning novel information, marketing, and politics. 

 The second major phase of the development of SNA, occurring largely in the 
1970s through the mid-1990s, included the creation and systematic use of computa-
tional tools and methods. SNA as a methodological approach came into being dur-
ing this phase, which leveraged the new capabilities of computers to analyze and 
visualize networks in novel ways. Lin Freeman built early tools for exploring net-
works (e.g., UCINet along with Borgatti and Everett) as well as identifi ed core 
“centrality metrics” that provided objective measures of an individual’s importance 
in a given network as described later in this chapter. George Homans developed new 
techniques for identifying subgroups (i.e., clusters) in networks, while Harrison 
White developed techniques for fi nding people that occupy similar network posi-
tions (via “structural equivalence”). Sociologist Barry Wellman founded the 
International Network for Social Network Analysis in 1976, which has served as a 
hub for social network researchers in a variety of fi elds ever since. Wellman has 
argued that SNA is not simply a method but is the core paradigm for explaining 
social action, particularly in our age of “networked individualism” where our work, 
community, and familial relationships no longer fi t nicely within densely connected 
and bounded groups ( 2001 ). By the mid-1990s SNA was a well-respected approach 
in numerous fi elds ranging from organizational behavior (e.g., work by Ronald Burt 
and Rob Cross) to social psychology (e.g., Alex Bavelas’ work) to communication 
networks (e.g., Noshir Contractor’s work) to epidemiology. Perhaps the culminating 
work of this era is the “SNA bible”  Social Network Analysis: Methods and 
Applications  by Stanley Wasserman and Katherine Faust ( 1994 ), which rigorously 
summarized decades of research into a coherent mathematical framework, identify-
ing the core metrics and techniques used by SNA tools and researchers today. 
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 The current phase of SNA centers around the deluge of rich network data 
 captured at Internet scale. A wealth of real-time social network data is captured by 
our everyday use of mobile phones, social networking sites, and commercial trans-
actions. No longer is SNA a purely academic exercise, as corporations, govern-
ments, and nonprofi t organizations utilize SNA techniques to fi nd criminals, rank 
Web sites, recommend books, identify infl uencers, and restructure organizations. 
Authors such as Lada Adamic, Albert-László Barabási, Bernardo A. Huberman, Jon 
Kleinberg, Mark Newman, Steven Strogatz, and Duncan Watts have identifi ed theo-
retical models that explain network generation and dynamics (e.g., see Newman, 
Barabási, & Watts,  2006 ; Newman,  2010 ), shown how information and infl uence 
propagate through them, and developed techniques for identifying clusters (i.e., 
communities) within them. Meanwhile, tools such as Pajek, developed by Vladimir 
Bagatteli, and the Stanford Network Analysis Platform (SNAP) by Jure Leskovec 
allow analysis of social networks at a scale never before possible. Other tools such 
as NodeXL and Gephi have focused on supporting SNA novices in their attempts to 
visualize small- to medium-sized networks. Computational social scientists have 
seized the moment by mining data from Facebook, Instant Messaging services, and 
other social media channels to more rigorously substantiate earlier work such as 
Milgram’s 6 degrees of separation study, as described later in the chapter. Meanwhile, 
Nathan Eagle, Alex (Sandy) Pentland, and David Lazer have pioneered techniques 
for inferring friendship networks from data captured via mobile devices ( 2009 ). No 
doubt, this phase of SNA will continue to fl ourish as our social lives become increas-
ingly mediated by technology.  

    Social Network Analysis and Human–Computer Interaction 

 Network analysis is a relatively new methodological and theoretical framework 
used within the HCI tradition. However, it has become prevalent in recent years, as 
social technologies have blossomed and tools for analyzing and visualizing net-
works have become more widely available. In this chapter we focus on how SNA 
can be used to design, evaluate, and understand CSCW and social media systems. 
We begin by describing fi ve different goals that HCI researchers and practitioners 
can use SNA to achieve. We then move on to a discussion of specifi c questions that 
SNA can effectively address. 

    Goals of Social Network Analysis for HCI Researchers 
and Practitioners 

        1.    Inform the design and implementation of new CSCW systems.     

 SNA can characterize the social structure of a population of intended users of a 
new CSCW system before the system is put in place. Understanding the social 
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network properties of a target user population can help clarify requirements and 
challenges, leading to better initial designs and implementation strategies. Research 
has shown that mapping the social network of members of a large organization can 
help design social and technical strategies to facilitate more effective information 
fl ow (e.g., Cross, Parker, Prusak, & Borgatti,  2001 ). For example, tools may be 
needed that identify important bridge spanners or encourage the increased connec-
tion of groups that are too disconnected. Those implementing a new CSCW system 
could use SNA to identify, educate, and leverage those who will infl uence the maxi-
mal spread of adoption through the network to assure its rapid, effective use (Kempe, 
Kleinberg, & Tardos, É,  2003 ) or help others to know how to use a new technology 
(Eveland, Blanchard, Brown, & Mattocks,  1994 ). 

 Data for these analyses may come from network surveys (Marsden,  2005 ) or 
from existing data sources such as communication exchanges (e.g., e-mail, phone 
logs, IM, texts). Networks from these sources can characterize existing social struc-
tures and establish a baseline for measures of the impact of new CSCW systems 
(Goal #3). Furthermore, individuals with unique and important network positions 
can be identifi ed and interviewed or observed as part of a comprehensive contextual 
inquiry process (Beyer & Holtzblatt,  1997 ).

    2.    Understand and improve current CSCW systems.    

  SNA of data from existing CSCW systems can illustrate the ways current fea-
tures are utilized by users in different locations in the network. For example, the 
phenomenon of “unfollowing” someone on Twitter is partly explained by the social 
network structures of those involved (Kivran-Swaine, Govindan, & Naaman,  2011 ). 
Basic understanding of the pattern of user interactions can often inform the future 
design of social and technical improvements to CSCW systems. For example, net-
work analysis of a technical support message board forum can help identify those 
who fi ll vital roles, such as “Answer Person” (Welser, Gleave, Fisher, & Smith, 
 2007 ). Community administrators can court these people to encourage them to 
remain active. 

 SNA may help community managers understand what is happening in large- 
scale communities where reading through even a meaningful sample of the content 
is not feasible. For example, a subgroup of users labeled “Theorists” was identifi ed 
using network analysis techniques from among hundreds of thousands of Lostpedia 
wiki editors (Welser, Underwood, Cosley, Hansen, & Black,  2010 ). Knowing this 
subgroup exists could allow designers to develop tools that meet the particular 
needs of subpopulations, such as page templates that help systematically compare 
the competing theories. Similarly, unique social structures were found in Wikipedia’s 
“breaking news” articles, which lead to insights about how people coordinate and 
potential designs to improve such work (Keegan, Gergle, & Contractor,  2012 ). 
Recently, several studies have developed recommendations for improving virtual 
reality games based on network analysis of guild networks and social interaction 
patterns (Ducheneaut, Yee, Nickell, & Moore,  2006 ;  2007 ). Other studies have 
shown variations in network structure by different users (e.g., teens and older adults) 
of the same discussion forum software (Zaphiris & Sarwar,  2006 ). Network 
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methods that identify subpopulations can offer customized interfaces and services 
to different groups of users, using the history of other users in the same group as a 
guide. Education researchers have shown how students use different social features 
to interact within small groups and class-wide, with implications for system design 
and instructional strategies (Haythornthwaite,  2001 ). Work that shows separation 
between subgroups (e.g., conservative and liberal bloggers or readers) (Adamic & 
Glance,  2005 ) could be used to design tools that recommend posts that would 
increase cross-pollination of ideas (Munson & Resnick,  2010 ).

    3.    Evaluate the impact of CSCW system on social relationships.    

  SNA can be used to evaluate the impact of a CSCW system on the existing social 
structure of a population. Many CSCW systems are designed to, at least in part, 
infl uence the social relationships of those who use the system. Corporate intranets 
help employees fi nd internal experts; online exchange markets match buyers and 
sellers; online community sites hope to develop sustainable communities around 
their niche topic; and collaboratories aim to facilitate scientifi c collaboration. 
Measuring the changes in aggregate and person-specifi c network metrics can help 
systematically evaluate the effectiveness of such systems. For example, the impact of 
CSCW systems designed to maintain weak ties between dispersed occupational 
communities could be measured (Pickering & King,  1992 ). Indeed, increased use of 
an internal, corporate social networking site has been shown to be positively associ-
ated with bonding relationships, sense of corporate citizenship, interest in connect-
ing globally, and access to people and expertise (Steinfi eld, DiMicco, Ellison & 
Lampe,  2009 ). Evaluation can also be performed to assess the impact of a specifi c 
feature or social intervention. For example, the impact of an online “icebreaker” 
activity could be assessed by looking at changes in the network (e.g., network den-
sity) before and after. The majority of work in this arena relates to structuring social 
networks within organizations to improve knowledge creation, sharing, and innova-
tion (e.g.,    Cross, Parker, & Borgatti,  2002 ; Borgatti & Foster,  2003 ; Müller- 
Prothmann,  2006 ). However, education researchers are also using network data to 
identify students using online course management systems that may be in need of 
extra support (Dawson,  2010 ). 

 Data for evaluation assessments may come from offl ine network surveys, exist-
ing communications (e.g., e-mail) captured over time, or system usage data (e.g., 
friendship or follow relationships). For large-scale evaluations, SNA can be used as 
part of a mixed method approach. For example, SNA can be used to identify indi-
viduals to interview based on their network positions (e.g., those with high, medium, 
and low network centrality; those from different subgroups).

    4.    Design novel CSCW systems and features using SNA methods.     

 SNA can be used as input to new CSCW systems and features. A growing num-
ber of research prototypes and innovative products leverage SNA metrics and meth-
ods to provide enhanced functionality. For example, a tool that recommends 
potential friends on a social networking site can use network properties to help 
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identify likely candidates (Chen, Geyer, Dugan, Muller, & Guy,  2009 ). SNA has 
been used to help identify experts in technical support groups (Zhang, Ackerman, & 
Adamic,  2007 ) and organizations (Ehrlich, Lin, & Griffi ths-Fisher,  2007 ; Perer & 
Guy,  2012 ), though early work showed that users often did not trust that their per-
sonal friends were the best experts (McDonald,  2003 ). Early work showed that 
social structure coupled with temporal patterns could be used to develop situated 
awareness tools (Fisher & Dourish,  2004 ). More recent work has used SNA to iden-
tify political tendencies of the followers of different news agencies on Twitter 
(Golbeck & Hansen,  2011 ), a technique that could be used for tools that personalize 
news or present alternative views. Tools have been developed that leverage network 
analysis and visualization to help gain insights into large datasets, such as published 
literature on a topic (Chau, Kittur, Hong, & Faloutsos,  2011 ). A novel feature that 
would show network diagrams of researchers who use similar queries in Citeseer 
has been proposed to help identify potential collaborators and research communities 
(Farooq, Ganoe, Carroll, & Giles,  2007 ). Recent work has explored the theoretical 
and practical design implications for promoting “social translucence” within 
directed social network systems, such as Twitter, where users can only see a portion 
of the social space, unlike chat rooms and discussion forums where everyone is vis-
ible to everyone else (Gilbert,  2012b ). Related work has proposed novel informa-
tion dissemination strategies that leverage social networking sites and 
semi-anonymity, such as “veiled viral marketing” (Hansen & Johnson,  2012 ). These 
examples give a fl avor of the countless possible uses of SNA to enhance current 
CSCW systems, making this a particularly ripe area of research.

    5.    Answer fundamental social science questions.    

  Network analysis of data from CSCW system can be used to address fundamen-
tal questions about the nature of social relations. This research is part of the growing 
fi eld of “computational social science,” a set of techniques that use computational 
techniques to address core social science questions in novel ways. Because so much 
data is automatically captured via social media, they provide new opportunities to 
test hypotheses and theories at a much larger scale than previously possible. For 
example, Leskovec and Horvitz analyzed data from 180 million Microsoft Instant 
Messenger users fi nding an average path length of 6.6 between users, strikingly 
close to Milgram’s original 6 degrees of separation work ( 2008 ). More recent work 
based on Facebook shows an average path length of just under fi ve (Ugander, Karrer, 
Backstrom, & Marlow,  2011 ). Another example is a study of Facebook (Bakshy, 
Rosenn, Marlow & Adamic,  2012 ), which helped support and extend Granovetter’s 
original work ( 1973 ) that showed the importance of weak ties. Other work predicts 
the strength of ties between individuals based on their social media interactions 
(Gilbert,  2012a ; Gilbert & Karahalios,  2009 ) or mobile phone usage patterns (Eagle, 
Pentland, & Lazer,  2009 ). Such data can support further large-scale studies of social 
networks by reducing the need for raw data collection from users. Other studies are 
looking at the factors that lead to the sustained growth or death of online communi-
ties, such as the initial network structure (Kairam, Wang, & Leskovec,  2012 ).   
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    Social Network Analysis Questions 

 SNA has been used to address a wide variety of questions in dozens of fi elds. While 
these questions vary considerably, they all share an emphasis on understanding 
social structures and how those structures infl uence outcomes of interest. SNA is 
designed to answer several types of specifi c questions as the categorized lists below 
illustrate. 

    Questions About Individual Social Actors 

 Often, network analysts are interested in identifying individuals who play an impor-
tant, prominent, or unique role within a particular social network. Analysts use 
“centrality metrics” and “equivalence metrics” to address these questions. Some 
example questions include the following:

•    Who are the most popular individuals in a network (e.g., network hubs)?  
•   Which individuals have the most infl uence?  
•   Who is a bridge spanner between different subgroups of users?  
•   If one is trying to disrupt a network, who should be removed?  
•   Are there different types of social actors that can be identifi ed by unique network 

patterns? Who fi lls those social roles?     

    Questions About Overall Network Structure 

 Many questions relate to the overall structure of complete networks, such as the 
network of all Facebook users or all employees of an organization. Instead of focus-
ing on the position of individuals within the network, these questions focus on the 
overall distribution. Analysts use “community detection algorithms” (i.e., network 
clustering algorithms) and a variety of “aggregate network metrics” to answer these 
questions. Some example questions include the following:

•    How interconnected are a group of social actors (i.e., how dense is the 
network)?  

•   What is the distribution of individual network properties or social roles? For 
example, are there only a small percentage of “hubs” with a majority of “iso-
lates”? Are there “enough” people that fi ll certain social roles?  

•   Are there subgroups of highly connected users (i.e., clusters, cliques)? If so, how 
many? And what is their relationship to one another? How do they differ from 
one another?  

•   What network properties or  motifs  (i.e., recurring network patterns) are related to 
social outcomes of interest? For example, what are the network structures of 
highly effi cient groups, teams, businesses, and markets?     
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    Questions About Network Dynamics and Flows 

 Other questions look at how networks change over time (i.e., network dynamics) or 
how information, objects, and attributes fl ow through networks (e.g., information 
diffusion, technology diffusion). Some example questions include the following:

•    How do the structures of social relationship vary over time? For example, does 
the network become more interconnected or diffuse with use of a CSCW 
system?  

•   How does the importance of specifi c individuals, social roles, or clusters change 
over time? For example, does an intervention designed to bring separate sub-
groups together have the intended effect?  

•   How does information spread through a network (e.g., Twitter)? How can infor-
mation propagation be catalyzed or minimized? What other attributes spread 
through a network?  

•   How does the use of new technologies spread through social networks? Who 
infl uences adoption of technology the most?      

    Performing Social Network Analysis 

 Despite the many types of analyses that can be performed, there is a common set of 
key steps including identifying the goals of the analysis, gathering data, and visual-
izing and analyzing the data using various network analysis software programs. 
This is a highly iterative process (Hansen et al.,  2009 ). Analysts refi ne their goals 
after realizing the limitations of their datasets. Exploratory visualizations help iden-
tify the types of quantitative analyses that should be performed. And, additional 
data is often needed to validate or refute preliminary results. 

    Identify Goals and Research Questions 

 HCI researchers use SNA to accomplish a variety of high-level goals, each of which 
includes a large number of potential subgoals and research questions. It is essential 
that analysts hone in on a few critical goals and turn them into specifi c research 
questions, lest they spend unreasonable amounts of time aimlessly meandering 
around the data. Having said that, within HCI, SNA is often exploratory in nature 
and as with some types of qualitative research, analysts may only recognize what 
they are looking for once they see it. Often, after a preliminary analysis of initial 
data the questions are refi ned, another round of data collection is completed, and a 
fi nal analysis is performed.  
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    Collect Data 

 The next step is to collect the data needed in order to achieve the desired goal 
or answer the designated research questions. Below is a description of the sources 
of network data, different types of network data, and ways of representing 
network data. 

    Sources of Network Data 

 Depending on the specifi c data needs, collecting data may take considerable effort 
or be as easy as checking the appropriate boxes in an import wizard of an SNA 
software tool such as NodeXL.    Table  1  shows the key sources of data that can be 
used in network analysis. Those that require more effort typically allow for more 
fl exibility in the specifi c types of data that are collected.

   Table 1       Key sources of network data   

 Data source  Comments  Effort level 

 Raw data from 
system usage 
(e.g., database 
or XML fi les) 

 If you have access to the source data for a CSCW system 
(e.g., you are hosting it), you can query the data directly 
in highly customizable ways 

 Medium–high 

 Network survey  Network surveys ask people to manually characterize their 
relationships with other people (e.g., “list (or select) the 
people you turn to most often for answers to technical 
questions”). These can be administered via paper or, 
more commonly, via specialized network survey 
software (e.g., Network Genie), which may generate lists 
of employees based on existing databases or manually 
entered names 

 High 

 Application 
programming 
interfaces 
(APIs) 

 Most major social Web sites such as Facebook, Twitter, and 
YouTube have APIs that allow programmers to request 
data. You may need to register fi rst, and you will often 
be restricted to data they make available 

 Medium–high 

 Screen scraping  If APIs are not available for a site you can write custom 
screen scraping software or use existing tools (e.g., 
VOSON), though legal restrictions may apply (e.g., the 
site’s privacy policy) 

 Medium–high 

 Network analysis 
importer tools 

 Some network analysis tools allow users to import data 
from third-party sites (e.g., Facebook, Twitter). These 
tools may show up as import wizards (NodeXL), 
plug-ins (Gephi), or stand-alone network data capture 
tools (NameGenWeb Facebook App) 

 Easy 

 Existing datasets  An increasing number of existing network datasets are being 
made freely available. Examples include the Enron 
e-mail network, Amazon-related items, and blog 
networks (see   http://snap.stanford.edu/data/     for more) 

 Easy 
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       Types of Social Networks 

 There are many types of networks. The specifi c type of network will determine how 
to appropriately analyze, visualize, and interpret the data. The type of network is 
determined by the underlying phenomena it represents. For example, a network of 
Twitter Following relationships is different from a network of Facebook Friendships 
because Facebook friendships must be mutual (if you are my Friend I am necessar-
ily your Friend), while Twitter follow relationships do not have to be mutual (I can 
Follow you without you Following me). 

 Below is a brief description of the key terminology used to characterize 
networks.

•     Directed Versus Undirected.  Directed networks represent phenomena where the 
connection between two nodes is not necessarily reciprocated. Examples include 
communication networks (e.g., I send you an e-mail; you reply to my forum 
post), exchange networks (e.g., I sell you something), and awareness or follow-
ing networks (e.g., I follow your updates). Undirected networks are always 
mutual, for example, friendship networks (such as on Facebook where one can-
not friend another person without their consent) and affi liation networks (e.g., 
we are connected because we are affi liated with the same organization or we both 
edit the same wiki page).  

•    Weighted Versus Unweighted.  Some edges have values associated with them. For 
example, edges in an e-mail network are “weighted” based on the number of 
messages one person sends to another person, while a wiki coedit page network 
is weighted based on the number of pages two people have both edited. Other 
edges are binary; they either exist or they do not. For example, Facebook friend-
ships and Twitter follow relationships do not have weights.  

•    Multiplex Networks.  Multiplex networks include multiple types of edges. For 
example, a network that connects people together based on their communication 
via e-mail, phone, and face-to-face interactions would include three distinct 
types of edges. This could be analyzed and visualized as a single multiplex net-
work or as three distinct networks.  

•    Unimodal and Multimodal Networks.  Many social networks, called unimodal 
networks, include only one type of node. For example, all the nodes represent 
people. Or, all of the nodes represent organizations. In contrast, multimodal net-
works include more than one type of node. For example, a network may include 
people who are connected to organizations or another network may include peo-
ple who are connected to wiki pages they have edited. If there are only two types 
of nodes we call the network bimodal, which is a subset of the more general 
multimodal concept. Many bimodal networks, called bipartite networks, have 
one type of node (i.e., people) connected to another type of node (e.g., organiza-
tions) without any edges connecting nodes of the same type (e.g., people to peo-
ple). These bipartite networks can be transformed into unimodal networks. For 
example, the person-to-organization network can be transformed into a 
 person-to- person network where people are connected by a weighted edge that 
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represents the number of organizations they are both a part of. Conversely, an 
organization-to-organization network could be created where a weighted edge 
represents the number of people who are part of both organizations.  

•    Partial Networks.  In practice, it is not practical or useful to collect data on an 
entire network (e.g., all Facebook users). Instead, analysts create partial networks 
in a variety of ways. One approach is to create an “egocentric network,” which 
includes a single node (called “ego”) and all of the nodes that ego is directly con-
nected to (called “alters”). When the connections between alters are also included, 
the graph is called a 1.5 degree network. Adding ego’s “friends of friends” makes 
it a 2.0 degree network and so forth. Other techniques for creating partial net-
works include sampling a large network (Leskovec & Faloutsos,  2006 ) or fi nding 
some network boundary such as membership in an organization.    

 It is important to recognize that a single socio-technical system inevitably 
includes many types of networks. For example, Facebook includes the obvious 
friendship network (unimodal, unweighted, undirected), the “people tagged 
together” network (unimodal, weighted, undirected), the “wall post” network (uni-
modal, weighted, directed), and the “person-to-group” network (multimodal, 
unweighted, undirected) to name a few. The choice of which networks to focus on 
depends on the goals of the particular study.  

    Representing Network Data 

 Network data is represented in three primary ways: edge lists, matrices, and graphs 
(see Fig.  2 ). An “edge list,” also called an “adjacency list,” contains a row that rep-
resents each edge in the network. In directed networks the fi rst column lists the 
“source” node and the second column lists the “destination” node. Additional col-
umns can be used to describe the type of edge and/or weight of the edge. An adja-
cency matrix lists each node as a header for both the rows and the columns, with 
matrix values corresponding to the weights of the edge (or a 1 or a 0 if it is 
unweighted). Finally, a network graph visually shows the nodes as vertices (e.g., 
circles or other shapes) and the edges as lines connecting them. Visual attributes can 
be used to represent edge weights (line thickness or opacity), directionality (lines 
with arrows), and node types (different shapes).

  Fig. 2    Three ways of representing network data       
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   In addition to the network data, additional attribute data that describes the nodes 
and/or edges is often included. For example, you may have data on each person’s 
gender, age, organizational role, membership duration, etc. Network graphs can be 
customized to help understand how this attribute data maps onto the network. For 
example, larger nodes could represent online community members who have been 
around longer. An analysis may reveal that larger nodes are well connected with 
each other but not with smaller nodes (newer members). 

 In practice, there are several common network fi le formats that most network 
analysis tools can import and read. These include GraphML (.graphml), Pajek 
(.net), Graphlet (.gml), GraphViz (.dot), and standard text fi les (.txt or .csv).   

    Analyze and Visualize Data 

 A wide range of analysis techniques can be used to understand and characterize 
social structures. New network analysis methods, metrics, models, statistical tech-
niques, and algorithms are developed by an ever-growing, highly prolifi c research 
community consisting of researchers from a variety of fi elds. In this section we 
introduce some of the most commonly used techniques, organized into a handful of 
major topics within network analysis. Readers looking for comprehensive coverage 
should look to the additional resources mentioned later in this chapter. 

    Network Analysis Tools 

 SNA requires the use of specialized software designed to compute network metrics 
and visualize network graphs. The tool landscape is in constant fl ux (see    http://
en.wikipedia.org/wiki/Social_network_analysis_software         for a comprehensive 
list). Table  2  describes fi ve of the most commonly used tools in order of their 
sophistication.

       Node-Specifi c Metrics: Focusing on the Trees 

 Analysts often want to characterize how important an individual is within a particu-
lar social network. Of course, there are many different ways that a person may be 
important. One person may be popular, another may serve as a bridge spanner 
between otherwise separate groups, and yet another may be connected to popular 
people despite having few connections of their own. Each of these is important in a 
different way. 

 Network analysts have developed a set of quantitative measures called “central-
ity metrics” to represent these various types of importance. The most commonly 
used centrality metrics are shown in Table  3 . Several of them use the idea of the 
“distance” between two social actors, which is measured by the number of edges on 
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the shortest path between two nodes (i.e., the geodesic distance). Variations of these 
metrics, as well as specialized versions of them appropriate for weighted and/or 
directed networks, are also available. These core metrics are calculated by all major 
network packages.

   These metrics, along with statistical and visualization techniques, help identify 
the “structural signatures” of individual participants. For example, some users, such 
as news agencies on Twitter with their high in-degree, function as  network hubs  able 
to directly reach a large audience. Others may have relatively few followers on 
Twitter, except within a subset of users who discuss a certain topic (e.g., use the 
hashtag #CSCW2012), making them  topical hubs . Users with high betweenness 
centrality often serve as  bridges  connecting otherwise disparate groups together by 
spanning “structural holes” (Burt,  1995 ). Users who are re-tweeted by several hubs 
will have high eigenvector centrality and may reveal individuals who serve as 
behind-the-scene  infl uencers . Users who are not connected directly to others are 
referred to as  isolates . Network analysts also differentiate between those in the  core  
of the network (i.e., well-connected group at the “center” of the graph) and those on 
the  periphery  (i.e., the fringes). 

   Table 2    Commonly used network analysis and visualization tools   

 SNA tool  Description  Expertise required 
 Open 
source 

 Maximum 
network size 

 Gephi  Stand-alone network analysis 
designed primarily for 
visualization. Can be extended 
via plug-ins 

 Designed for 
novices 

 Yes  Hundreds of 
thousands 

 NodeXL  Includes sophisticated graph 
visualizations, social media data 
importers, and extensibility via 
formulas and macros, but 
relatively few metrics 

 Microsoft Excel 
plug-in designed 
for SNA 
novices 

 Yes  Tens of 
thousands 

 Pajek  Includes a comprehensive list of 
network metrics and statistical 
tests. Steep learning curve 

 Designed for 
sophisticated 
analysis of large 
datasets 

 Yes  Millions 

 R  Open-source statistical package 
with social network analysis 
functionality via the igraph, sna, 
network, and statnet packages. 
Includes a comprehensive list of 
network metrics and statistical 
tests 

 Steep learning 
curve 

 Yes  Millions 

 UCINet  Includes a comprehensive list of 
network metrics and statistical 
tests. Designed for knowledge-
able SNA researchers, but does 
not require coding 

 Designed for 
researchers 
performing 
social network 
analyses 

 No  Tens of 
thousands 
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 At times it is helpful to identify classes of people who share a similar structural 
signature or position in a network. Such individuals often fulfi ll similar social roles. 
For example, Welser, Gleave, Fisher, and Smith used unique structural signatures to 
identify key individuals they called “answer people” within technical support 
Usenet newsgroups (Welser et al.,  2007 ). These individuals have high out-degree 
(i.e., they answer many questions), are disproportionately tied to isolates (people 
with only one connection), and have few intense ties (i.e., multiple exchanges with 
the same person). Their initial insights gained from visualization were validated 
using regression analysis to predict and identify those fi lling this role (as identifi ed 
through content analysis of messages) with high accuracy ( R 2 = .72). Another tech-
nique to identify social roles is to use  equivalence methods  to identify similar indi-
viduals based on their relation to others in the network (Wasserman & Faust,  1994 ). 
For example, employees all tied to a single manager and nobody else in the com-
pany likely play a similar professional role.  

    Aggregate Network Metrics: Focusing on the Forest 

 Network analysts have developed a language and set of metrics to help characterize 
the entire networks, just as they have to characterize the roles of individuals within 
those networks. This allows for the comparison of networks with one another or 

   Table 3    Common centrality metrics   

 Centrality metric  Description  Intuitive interpretation 

 Degree (in-degree 
and 
out-degree) 

 The number of edges connected to a 
node. For directed networks, the 
number of incoming links is the 
in-degree, while the number of 
outgoing links is the out-degree 

 Measures popularity (i.e., the 
number of friends one has). 
In-degree may measure the 
number of messages one 
receives, while out-degree may 
measure the number of messages 
sent 

 Betweenness  The number of shortest paths 
between all other nodes that a 
particular node is on—i.e., how 
often a node lies “between” other 
nodes 

 Measures how disrupted fl ows 
through a network would be if a 
person was removed. Helps 
identify “bridges spanners” 

 Closeness  The inverse of the average distance 
to all other nodes—i.e., how 
“close” a node is to other nodes 

 Measures how long it would take to 
disseminate information from a 
person to all others in the 
network 

 Eigenvector  A measure of a node’s importance 
that considers the importance of 
the node’s neighbors, where 
importance is calculated as a 
weighted sum of direct connec-
tions and indirect connections of 
every length 

 Measures not only the number of 
immediate connections (i.e., 
degree) but also the importance 
of the people one is connected to 
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over time. Visualizing entire networks is often useful, as it can reveal overall struc-
tures such as the  core  or the  periphery  of a network, network  clusters  (see next sec-
tion), and other patterns. However, many graphs are too large to meaningfully 
visualize and some properties of a graph are diffi cult to visualize (e.g., the longest 
geodesic distance) making the calculation of aggregate network metrics essential. 

 A different set of metrics help characterize the properties of an entire network. 
Like summary statistics (e.g., mean, standard deviation) help characterize attribute 
data, aggregate network metrics (e.g., density, diameter) help characterize network 
data. Also, like summary statistics, they only tell part of the story. Just as a mean 
does not provide any details about the distribution that generated it, a graph density 
metric does not provide any details about the network that generated it. Basic met-
rics include the number of vertices and edges, the number of connected components 
(i.e., clusters of vertices that are connected to each other through some path), and 
their size (measured in number of vertices). Other commonly used aggregate net-
work metrics are shown in Table  4 .

   In addition to aggregate network metrics, network analysts often look at the dis-
tribution of node-specifi c metrics such as degree. This can help identify outliers and 
get an overall sense of the network. For example, a network that is centralized 
around a few key individuals, but otherwise not densely connected, will have a very 
skewed degree distribution with a couple of high-degree individuals and many very-
low- degree individuals. In contrast, a more densely connected network where 
mostly everyone is interconnected will show a relatively constant (i.e., fl at) degree 
distribution, since everyone will have a similar degree.  

   Table 4    Common aggregate network metrics   

 Metric  Description  Intuitive interpretation 

 Density  Number of edges in the 
network divided by 
the number of 
possible edges 

 The amount of interconnectivity in a network 

 Diameter  Maximum geodesic 
distance (i.e., the 
longest “shortest” 
path) of all pairs in a 
network 

 The number of hops needed to reach two 
individuals who are as far away socially as 
possible 

 Average geodesic 
distance 

 The average geodesic 
distance of all pairs in 
a network 

 The average number of hops (i.e., degree of 
separation) between two people in the 
network 

 Network 
centralization 

 The sum of differences 
between the centrality 
of each node and the 
node with the highest 
centrality divided by 
the maximum possible 
sum of differences 

 A measure of how hierarchal a network 
is—i.e., how centralized it is around one or 
a few key social actors (where 0 describes a 
network where everyone is connected to 
everyone else and 1 describes a “star” 
network with one key person connecting 
everyone else together) 
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    Network Clusters and Motifs: Focusing on the Thickets 

 Networks are composed of smaller components, which are often useful to examine 
in their own right. Some nodes may be highly interconnected forming a  clique  or 
a network  cluster  (see Fig.  1  for examples). Algorithms to identify these tightly 
knit groups are called many things including  community detection algorithms ,  net-
work clustering algorithms ,  n-cliques ,  n-clans ,  k-plexes ,  k-cores ,  factions ,  blocks , 
and  cut-points  (Hanneman & Riddle,  2005 ; Newman,  2010 ). Other recurring 
structures, sometimes called network  motifs , show unique patterns such as  fans  
(one person connected to otherwise isolated nodes),  tunnels  (nodes connected in a 
long independent chain), and  structural holes  (places where a lack of connections 
offers unique opportunities for those who span them) (Burt,  1995 ). At an even 
more granular level, triads (combinations of three nodes) serve as the building 
blocks of networks, inspiring network analysts to perform  triad censuses  wherein 
they characterize the distribution of the different types of triads (Hanneman & 
Riddle,  2005 ). 

 Many important insights can be gained from identifying and quantifying these 
network structures, since network topology often refl ects social divides, political 
opinions, and other behavior of interest. For example, studies have shown a clear 
divide between liberal and conservative bloggers (Adamic & Glance,  2005 ) as well 
as distinct subgroups of Twitter users interested in gubernatorial elections from a 
national and local perspective (Himelboim, Hansen, & Bowser,  2012 ). Online com-
munity administrators can use network clusters to help identify potential confl icts 
and/or opportunities to bridge them. And system designers can identify how differ-
ent collections of people utilize various collaborative features.  

    Network Dynamics and Information Flow 

 Thus far we have examined networks as static, unchanging entities. However, social 
networks are constantly evolving. Furthermore, information and other items can be 
distributed through networks over time, as happens in viral marketing campaigns 
(Leskovec, Adamic, & Huberman,  2007 ). Techniques and metrics related to the 
analysis of network dynamics and information propagation are highly active areas 
of research, particularly in technology-mediated networks (Kleinberg,  2008 ). 

 Early techniques that examine the spread of disease through social networks 
have been extended to better understand the spread of other phenomena such as hap-
piness (Fowler & Christakis,  2008 ), obesity (Christakis & Fowler,  2007 ), informa-
tion (Haythornthwaite,  1996 ), and innovations (Rogers,  1995 ). Increasingly, social 
media systems such as Twitter and Facebook are used to facilitate the fl ow of infor-
mation, allowing researchers to examine information diffusion at a scale never 
before possible (Bakshy et al.,  2012 ; Kwak, Lee, Park, & Moon,  2010 ). These 
observations serve as the foundation of theoretical models that explain information 
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dissemination (see Kleinberg,  2008 , for an introduction and additional resources). 
As “Google + Ripples” and comparable Twitter visualization tools become available 
to more closely track the fl ow of content through CSCW systems, practitioners will 
be able to better understand how certain ideas spread and perform tests to identify 
what leads to increased spread of information. 

 In addition to information fl owing through networks, network structures them-
selves can change: people make new friends or break up with old ones, employees 
get hired and fi red, and users change who they communicate with. For example, fi nd-
ings inferred from e-mail exchanges suggest that existing network topology and 
organizational structures shape changes in social networks (Kossinets & Watts,  2006 ). 
Researchers examine changes in networks in many ways ranging from comparing 
network metrics from different snapshots in time to highlighting important critical 
events or “bursts” in the network (Barabasi,  2010 ) and using computational mod-
els to simulate network changes over time. Additionally, specialized network 
visualization tools allow researchers to examine changes to networks over time 
(Ahn, Taieb-Maimon, Sopan, Plaisant, & Shneiderman,  2011 ). Dynamic analysis 
features are increasingly being added to existing network tools as well, which 
often allow edges and vertices to be timestamped so that network growth can be 
“played back.”  

    Network Visualization 

 Social networks are often best understood through visualizations, which can pro-
vide both insights and inspiration. As Fig.  1  shows, visual properties such as color, 
size, and positioning of the nodes can highlight important nodes, subgroups, and 
overall network properties. However, creating meaningful network visualizations is 
not trivial. It involves an iterative process of fi ltering out nodes and edges, mapping 
network metrics to appropriate visual properties such as size and color, laying out 
the nodes in a way that shows inherent structure and network motifs (e.g., via force- 
directed layouts), and labeling important nodes and edges (Hansen et al.,  2009 ). 

 Ideally, networks will attain “netviz nirvana” (Bonsignore et al.,  2009 ) wherein 
the following goals are achieved:

•    Every vertex is visible.  
•   Every vertex’s degree is countable.  
•   Every edge can be followed from source to destination.  
•   Clusters and outliers are identifi able.  
•   Unnecessary edge crossings are removed.    

 Tools like Gephi and NodeXL provide a range of features and built-in layout 
algorithms that help reach these goals for most networks with vertices in the hun-
dreds or low thousands, though larger and/or denser networks pose signifi cant chal-
lenges. Current research is exploring the use of network readability metrics (Dunne 
& Shneiderman,  2009 ), techniques that combine network visualization and 
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statistical overlays (Perer & Shneiderman,  2008 ), and graph summarization 
 techniques (Dunne & Shneiderman,  2012 ) that may help us gain insights from visu-
alizations of much larger networks in the future.    

    What Constitutes Good Work 

 Because SNA is performed by so many different communities of practice, there is a 
range of different expectations and criteria for determining what constitutes accept-
able work. As SNA becomes more widespread in the HCI community, it is impor-
tant to report appropriate metrics and use valid statistical techniques to validate 
claims, as opposed to simply presenting network visualizations. Below are a few 
best practices that apply to most SNA projects:

•    Use network metrics that are appropriate for the type of network being exam-
ined. For example, if you are analyzing a directed network then in-degree and 
out-degree should be reported as opposed to degree. Likewise, if the network is 
weighted then, when possible, versions of network metrics that take the weights 
into consideration should be used. Where this is not possible, authors should 
state the reasons for using the basic, unweighted metric and associated limita-
tions and implications.  

•   Do not claim more than your data can support. Network data, particularly col-
lected from CSCW systems, is necessarily a simplifi cation of much more com-
plex social relations. Do not assume that Facebook friendships or e-mail 
exchanges necessarily equate to real-world friendships or that Twitter users are 
representative of the US population.  

•   Customize your network visualizations to illustrate the core points you are mak-
ing (see Network Visualization section above for details). Remember that differ-
ent network layout algorithms will highlight different properties of a network, so 
network visualizations should be used in conjunction with network metrics and 
statistical techniques.  

•   Use appropriate statistical techniques when mapping network properties to out-
comes of interest or comparing networks. Though beyond the scope of this chap-
ter, it is important to recognize that unique statistical techniques must be used 
when working with network data. For example, networks are often compared to 
a baseline network model (of which there are many) to demonstrate that certain 
features occur more often than expected. See Butts ( 2008 ) for a nice overview 
and introduction.  

•   Look at exemplary work, such as the articles cited throughout this chapter, for 
examples of methods and techniques appropriate for your questions. High- 
quality HCI work is often found in the CSCW conference, ICWSM conference, 
and CHI, while SNA articles using recent methods are found in  Social Networks: 
An International Journal of Structural Analysis , the  Journal of Social Structure 
(JOSS) , and  Connections .     
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    Additional Resources 

 The following annotated bibliography includes some good resources for becoming 
more expert in SNA. Books that require no relevant background are listed fi rst, pro-
gressing to books that are written and used by experts in the fi eld:   

•    John S. (2000).  Social network analysis: A handbook  (2nd ed.). Sage 
Publications Ltd: This is an excellent starting point for understanding SNA 
theory and methods, which assumes no prior knowledge. Written from a sociol-
ogy perspective.  

•   Hansen, D., Shneiderman, B., & Smith, M. (2011).  Analyzing social media net-
works with NodeXL: Insights from a connected world . Morgan Kaufmann: This 
introductory text focuses on analyzing social media datasets and assumes no 
knowledge of network analysis. It includes a tutorial-style section that shows 
how to conduct network analysis using the NodeXL software package as well as 
case studies from leading researchers in the fi eld. Written from an HCI and mar-
keting perspective.  

•   Nooy, W. D., Mrvar, A., & Batagelj, V.  Exploratory social network analysis with 
Pajek (Structural analysis in the social sciences) . Revised and expanded second 
edition. Cambridge University Press: This introductory text introduces readers to 
a range of analysis techniques that can be performed by the Pajek software. 
Example datasets and exercises accompany the text as well as an appendix that 
walks the readers through the use of Pajek itself. Written from a mathematical 
and sociology perspective.  

•   Newman, M. (2010).  Networks: An introduction . Oxford University Press: This 
comprehensive reference-style textbook introduces readers to the mathematics, 
theory, and algorithms used to analyze, model, and describe networks. Written 
from a physics and computer science perspective.  

•   Wasserman, S., & Faust, K. (1994).  Social network analysis: Methods and appli-
cations (Structural analysis in the social sciences) . Cambridge University Press: 
Long considered the “bible” of SNA, this book is a comprehensive mathemati-
cally focused reference book on SNA techniques. Written from a mathematical 
and sociology perspective.  

•   Scott, J. P., & Carrington, P. J. (2011)  The SAGE handbook of social network 
analysis : This reference book includes chapters on major SNA topics (e.g., social 
support, cyber communities, terrorist networks) and methods (network surveys, 
sampling, statistical models, dynamic network analysis) written by leading 
authors in the fi eld.  

•   Newman, M., Barabási, A., & Watts, D. J. (2006).  The structure and dynamics of 
networks : This edited volume covers recent developments in SNA from leading 
authors in the fi eld. Articles cover historical developments, empirical studies, 
modeling networks, and various application domains.     
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    How the Authors Became Enamored with Social 
Network Analysis 

    Derek Hansen 

 My introduction to network theory began while browsing the shelves at the original 
Borders in Ann Arbor as a graduate student. I came across Duncan Watt’s book “Six 
Degrees: The Science of a Connected Age” and read half of it that night in the store. 
I immediately recognized its potential for understanding interactions occurring in 
online communities, the focus of my research. As I began teaching at the University 
of Maryland’s iSchool I started collaborating with Ben Shneiderman and Marc 
Smith on the evaluation and development of the newly created NodeXL network 
analysis tool. As HCI researchers, we saw our role as “democratizing” network 
analysis by developing a tool that would help make SNA accessible to a much wider 
audience. Not only could researchers use NodeXL to answer compelling social sci-
ence questions, but also practitioners such as online community managers could use 
it to gain actionable insights into their own communities. I have been amazed at how 
quickly my students can now adopt “network thinking” and develop compelling 
network visualizations and analyses that tell important stories. No longer is the 
analysis of relational data relegated to a backstage role because of its obscurity. It 
can now take its rightful position on center stage alongside other methods that ana-
lyze more traditional qualitative and quantitative data sources. I see a bright future 
ahead for SNA, particularly as it is integrated with other methods as when research-
ers use SNA to identify the people they should interview or salient topics discussed 
by users within a similar network cluster. As an HCI researcher, I am particularly 
anxious to see collaborative system designers apply SNA as a tool to evaluate, 
understand, and design better systems.  

    Marc Smith 

 I have been interested in social uses of technology for many years, starting with 
bulletin-board systems accessed with dial-up modems. As a sociologist, I want to 
understand social media and be able to visualize the complex relationships, struc-
tures, and changes that are possible there. I use network analysis with a range of 
visualization techniques to create insights into the shape and structure of social 
media. I think of it as a kind of hashtag or keyword group photo. I take many pic-
tures of many groups, and I look for patterns in the network as a whole, its sub-
groups, and the key people within those groups. I compare many networks of the 
same topic or compare topics to one another. I fi nd that there are many different 
types of networks in social media and that there are different roles within those 
networks that are occupied by key people in strategic locations. I can now tell some 
stories about the size and shape and key people and subgroups within social media 
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topics. For example, political discussions in the United States are highly polarized 
with highly dense but separated groups, but this pattern is less visible in other 
nations’ political discussions. Commercial discussions are often distinct from polit-
ical topics; conversations about brands are often sparse even when they attract a 
large population. People mentioning these brands often have no connection to one 
another. In contrast, some products have formed communities, with populations 
with dense interconnections. Within communities there are often few people occu-
pying the position of hubs and bridges. People at the center speak more often and 
have many more connections. Bridges often have fewer connections than hubs but 
have connections that reach from their own cluster across to many other clusters.   

    Exercises 

 Many kinds of things and relationships can be represented by nodes and links in 
SNA. Describe a network embedded within a CSCW system (e.g., Facebook’s wall 
post network; Twitter’s Follow network, Instagram’s “Like” network) by describing 
what the nodes and edges mean, as well as the type of network (directed/undirected; 
weighted/unweighted; uniplex/multiplex; unimodal/multimodal;partial/complete). 

Based on the network chosen above, describe actionable insights that could be 
gained from:

•    Calculating a node-specifi c metric (e.g., Betweenness Centrality),  
•   Calculating an aggregate network metric (e.g., Density),  
•   Identifying clusters (e.g., subgroups) in the network, and/or  
•   Measuring network dynamics and/or information fl ow in the network.        
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           What is Research Ethics in HCI? 

 Consider these ethical challenges of human–computer interaction (HCI) research:

•    May I pay homeless people to answer a survey about how they use their cell 
phones? Is even a small gift card potentially coercive to people with extremely 
limited means? Is their fi nancial need so great that their ability to make a rational 
decision is diminished? (LeDantec & Edwards,  2008 ).  

•   If I want to study people’s behavior on Facebook, do I have to worry about 
whether this is allowed by the Facebook Terms of Service? (Gilbert et al.,  2008 ).  

•   If I am recording data to help make evidence-based decisions in the care of a 
special-needs child, how do I balance the value of that data with people’s fear of 
surveillance? (Hayes,  2004 ; Hayes & Abowd,  2006 ).    

 As HCI expands its domain to every corner of the human experience, issues of 
research ethics keep getting more complicated. HCI has come a long way from the 
days of laboratory studies where volunteers completed given tasks to receive $10 
gift cards, cash, or course credit. The need for careful attention to ethics in HCI 
research is growing. Further, research in HCI has expanded its subject and methods 
to such a degree that aspects of the basic paradigm of “human subjects research” 
need to be rethought. 

 In this chapter, I briefl y review some core concepts in the ethical treatment of 
human subjects before focusing on nuances that are important or unique for HCI 
research. I then highlight challenges raised by research on the Internet. 

 Research ethics involve understanding complex relationships between law, pol-
icy, and ethics. What is codifi ed in institutional policies and procedures is typically 
a higher standard than merely legal, and what is ethical is a higher standard than 
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what is allowed by policy or law. Laws shift at political boundaries, policies shift at 
institutional boundaries, and ethics shift at cultural boundaries. For this paper, I will 
focus primarily on research at US universities. 

 Researchers create three primary risks:

•    First, they risk harming their subjects.  
•   Second, they risk disturbing the environments they are trying to study (as 

researchers often do; see Reading and Interpreting Ethnography, this volume). 
This may also reduce the group’s willingness to cooperate with future 
researchers.  

•   Third, they create a risk of serious consequences for their institution if ethical 
violations occur.    

 In extreme situations, the US government has suspended all human subjects 
research at universities for periods of time (Manier,  1999 ; Weiss,  1999 ). If one study 
was not properly regulated, then all studies must be rereviewed since the review 
process at the institution has been declared suspect. Such extreme actions are rare, 
but the database of what are called determination letters, descriptions of violations 
of regulations, kept by the US Department of Health and Human Services Offi ce of 
Human Research Protection makes interesting reading (OHRP,  2012 ). The stakes 
are high for universities.  

    The History of Human Subjects Research 

 During World War II, researchers in Nazi Germany used humans in horrifi c experi-
ments that today we would not allow to be performed on animals. In response, the 
Nuremberg Code was drafted in the wake of The Nuremburg War Trials ( 1949 ), the 
trials that revealed these atrocities. This established the basic principles that sub-
jects should provide voluntary consent, and be free to end their participation at any 
time. Further, the experiment must “yield fruitful results for the benefi t of society,” 
and unnecessary risk should be avoided. 

 However, problems still existed in the ethics of human subjects research. Most 
notably, in the Tuskegee syphilis experiments, 400 African-American men with 
syphilis were monitored for 40 years (1932–1972) without being told of their dis-
ease (UNLV,  2012 ). The study continued for decades after the discovery in 1947 
that penicillin cures the disease (CDC,  2011 ). When this atrocity came to light, a 
commission was created which led to the creation of The Belmont Report (Belmont, 
 1979 ). The Belmont Report remains the primary statement of principles of ethical 
research on human subjects today. It lays out three main principles:

    1.    Respect for persons

    (a)    Treat people as ends in themselves, not means to an end.       
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   2.    Benefi cence

    (a)    Do not harm, and   
   (b)    Maximize possible benefi ts and minimize possible harms.       

   3.    Justice

    (a)    Distribute the burdens and benefi ts of research equally across society.        

  The fi rst principle draws on Immanuel Kant’s categorical imperative, which says 
that you must “act in such a way that you treat humanity, whether in your own per-
son or in the person of any other, never merely as a means to an end, but always at 
the same time as an end” (Kant,  1964 ). For Kant, this is the essence of what it means 
to be moral. In the context of research ethics, this means seeing research partici-
pants not as a means to obtain data but as morally relevant beings whose autonomy 
and needs matter. 

 The second principle is somewhat misleading in its wording, because “do not 
harm” is too absolute. There are risks in simply walking across a room—you might 
trip and fall. But if a subject trips and falls (due to no special risks created by the 
study), that does not mean the study was unethical. People can be harmed through 
their participation in ethical studies. The challenge for evaluating the ethics of a pro-
posed study is to weigh possible benefi ts and harms. An Institutional Review Board 
(IRB) member once told me the story of a study his IRB rejected that had no risks 
beyond those of participating in every day life. The board judged that the research 
design was so weak that it had no potential benefi ts to research. In this case the min-
iscule risk outweighed the nonexistent benefi t and the study proposal was rejected. 
The ethics of a study and the research value of a study are inseparable concepts. 

 Weighing the benefi ts and risks of a study is made more challenging by the fact 
that disparate things are being compared, and the benefi ts and costs typically fall on 
different individuals. The third Belmont principle, justice, asks us to try to address 
this problem by distributing benefi ts and risk equally across society. In practice, the 
principle of justice is the most neglected of the three in a variety of ways. For 
example, people of low economic means are the more likely to agree to participate 
in risky studies in return for monetary compensation. Pregnant women are often 
excluded from studies for fear of added risk to them or their fetus, sometimes in 
cases where no such added risk exists. Children, defi ned as people below the age of 
18 years of age, may be excluded simply because obtaining parental consent creates 
extra work for investigators. To begin to address these challenges, some human 
subjects’ review boards now require explicit justifi cation when groups such has 
pregnant women and children are excluded from a study population. 

 In the USA, US code Title 46 contains the laws regulating federally funded 
human subjects research (OHRP,  2001 ). Most universities in the USA apply these 
regulations to all research they conduct, even though technically the rules apply 
only to federally funded work. US corporations are subject to these laws only if they 
accept federal research funding. Some corporations have their own human subjects 
review boards, and some do not. Corporate review boards are not required by law 
and do not need to meet government standards. 
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 Universities in the USA that accept federal funding are required to maintain an 
IRB committee. IRB members must represent diverse disciplines, and must include 
a non-scientist and a member of the community not affi liated with the university 
(US §46.107). Members typically take on a relatively heavy service load, and are 
required to understand issues in a wide range of disciplines, predominantly outside 
their own areas of expertise. Investigators seeking to work with human subjects 
must fi rst obtain certifi cation in human subjects research, typically by taking a short 
course (which is often offered online). The Collaborative Institutional Training 
Initiative (CITI) is one organization that offers training (see   http://www.citipro-
gram.org    ). Next, they submit a proposal to do human subjects research to their insti-
tution’s IRB for review. Some IRBs will as a matter of policy request at least one 
change to every protocol submitted, to clearly document that the protocol was actu-
ally reviewed and not simply approved without scrutiny. While the primary job of 
an IRB is to protect human subjects, a secondary and legitimate function is to pro-
tect their institution from liability and offi cial sanctions.  

    The Evolving IRB 

 IRBs were originally created with medical and psychological research in mind. 
Policies and procedures developed in this context do not always translate easily into 
new research domains, like HCI. Weighing the benefi ts and risks of a study is 
impossible without understanding the domain. In the 1980s and 1990s, many IRBs 
had limited knowledge of computing and the Internet. IRBs are made up of people 
with different backgrounds and knowledge, and each board over time becomes 
comfortable with certain kinds of research they have seen repeatedly. An institution 
that rarely reviews HCI research may have more diffi culty reviewing such protocols 
than one (like our IRB at Georgia Tech) that reviews them on a regular basis. Each 
IRB has more experience and comfort in some areas than others. In other words, an 
IRB is a kind of knowledge-building community of practice. HCI researchers versed 
in theories of sociotechnical systems will fi nd their knowledge is useful in helping 
them to understand their IRB. 

 As computers have become pervasive, most IRBs have developed experience and 
knowledge of HCI research. If your research area is somewhat unfamiliar to your 
IRB, then you can request to make a short presentation to the board to help them 
become better informed. If your IRB seems to be erecting unreasonable barriers to 
HCI research, your best recourse is to  join them —to volunteer to be an IRB mem-
ber, and change the culture from within. Numerous faculty have taken this step, for 
example Richard Nisbett at University of Michigan and Robert Kraut at Carnegie 
Mellon University. They were able to greatly advance HCI research at their univer-
sities while maintaining high ethical standards (Kraut,  2012 ; Nisbett,  2012 ). Joining 
the IRB is more advisable for a tenured faculty member, because political complica-
tions may occur. 
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 You may also have the opportunity to place a thoughtful graduate student on the 
IRB as a student representative. This is a fantastic learning opportunity for the stu-
dent, and a series of students from the College of Computing have made strong 
contributions to Georgia Tech’s IRB over the last 15 years. 

 Nisbett and others later participated in a board organized by the National 
Research Council (NRC) that produced a draft report calling for changes in our 
protections for human subjects. Conversations begun by this report are ongoing. 
The process of offi cial change is slow and requires extensive effort on the part of 
concerned stakeholders. 

 IRB members accept a huge service burden on behalf of the community, and 
struggle to keep up with the broad areas of knowledge they need to understand. 
They accept signifi cant legal liability by assuming this post, and are typically 
offered special insurance coverage by the university 1  (Bordas,  1984 ). It is a chal-
lenging and often thankless job, and they generally appreciate anything that makes 
it easier for them to do their work well. 

 In approaching an IRB, an attitude of humility and sincere concern is essential. 
If you sincerely care about ethics and see the IRB as partners in collaboratively 
solving a diffi cult problem, they are more likely to be receptive to your proposals. 
Many IRB members will make themselves available to discuss nuances of a pro-
posal before it is submitted. The IRB process is a ideally collaborative and mutually 
supportive among board members and applicants. 

 For HCI professionals considering employment at a particular university, asking 
questions about the institution’s IRB is strategic. With patience and education, well 
thought-out proposals can win approval by almost any IRB. However, what is quick 
and easy at one institution may be challenging and time consuming at another. 

 Balancing benefi ts and costs of research can be particularly challenging in the 
context of emerging technologies. In 2001, MIT Media Lab researcher Pascal 
Chesnais requested IRB permission to do research on e-mail fi ltering. Though it is 
hard to comprehend this now, at the time unsolicited e-mail was relatively rare. 
Chesnais’s work would have been an early contribution to the new fi eld of spam 
fi ltering. Unfortunately, the MIT IRB denied Chesnais permission to do the research. 
The IRB members determined that if an individual uses Chesnais’ e-mail fi lter, it 
affects whether he or she receives all mail sent. Clearly the study volunteers could 
consider whether this risk was acceptable and make an informed decision on 
whether to participate. However, the board also reasoned that this affects  everyone 
who could potentially send the volunteer e-mail . If I try to mail you and my message 
does not arrive, then I have been negatively affected by the study; however, I did not 
choose to opt into the study. Therefore, the board reasoned that everyone who could 
potentially send a user mail also would need to give their consent. After more than 
a year of arguing with the IRB, Chesnais abandoned his study. 

 At this time, the technology was new, and Chesnais was ahead of his time. His 
proposed study had both potential risks and potential benefi ts. As we have seen, 

1   IRB members employed by state institutions may be protected by the doctrine of sovereign 
immunity. Exact laws vary by state. See Bordas ( 1984 ) for a detailed discussion. 
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research ethics is about balancing risk versus benefi t. The need for e-mail fi ltering 
was not yet well understood, and hence the risk–benefi t scale tipped towards unjus-
tifi ed risk. Anyone who has ever failed to receive an important e-mail message 
because of misbehavior of a spam fi lter understands that risk is real. The nature of 
the potential benefi t only became clear over years that followed as we all became 
inundated with advertisements for pornography, malware, and scams. The IRB’s 
decision was unfortunate but not unfounded in its reasoning. Chesnais needed both 
to acknowledge the risks and make a more compelling argument about the coming 
epidemic of unsolicited e-mail and potential benefi t of his research.  

    Process 

 The fi rst step for any researcher is to determine whether you are in fact doing human 
subjects research. According to the US code (§46.102), a human subject is “a living 
individual about whom an investigator (whether professional or student) conduct-
ing research obtains (1) data through intervention or interaction with the individual, 
or (2) identifi able private information.” Research means “a systematic investiga-
tion, including research development, testing and evaluation, designed to develop 
or contribute to generalizable knowledge.” (See   http://www.hhs.gov/ohrp/human-
subjects/guidance/45cfr46.html    ). Under these defi nitions, for example, simply ana-
lyzing publicly available information on the Internet is not human subjects research. 
If you are not doing human subjects research, you are not formally held to human 
subjects procedures and regulations; however, you still should take care to proceed 
in an ethical fashion. 

 If you are doing human subjects research, the normal process for obtaining per-
mission to do human subjects research at a US university starts with the researchers 
obtaining a certifi cation in human subjects research, obtained typically by reading 
material online and taking short quizzes to ensure understanding. Next a proposal to 
do research is submitted, to be reviewed by the university’s IRB. 

 An IRB proposal includes a description of the research and consent forms that 
the subjects will read and sign. Consent forms must explain any risks of participat-
ing, any benefi ts, a statement that subjects can withdraw at any time, and more. It 
is important to check your IRB’s exact requirements. The purpose of the form is to 
help potential research volunteers make an informed decision about whether to 
participate. 

  IRBs generally have a regular meeting schedule, and deadlines for when materi-
als need to be received to be considered at each meeting. Checking the calendar is 
important so you do not end up accidentally missing the deadline and having to wait 
an extended period of time for your protocol to be reviewed.  

 There are three levels of IRB review: exempt, expedited, and full board. 
When you fi le an IRB proposal, you typically may request which kind of review 
you believe is appropriate; however, your IRB will make the fi nal determination. 
For research at US universities, exempt categories are defi ned by law in 
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§45CFR 46.101(b)(1)-(6). They include research “conducted in established or 
 commonly accepted educational settings, involving normal educational practices,” 
research on existing public records or where individuals are unidentifi able, and oth-
ers. If what you are doing is human subjects research, you still need to fi le an IRB 
application and your IRB determines whether your proposed research is exempt. 
Investigators are not allowed to determine this for themselves. However, in practice, 
it is often a fi ne line to judge between research which should be proposed and 
declared exempt versus work that is not even technically human subjects research. 
The formal defi nition of human subjects research discussed above should be care-
fully applied to any research to help make this determination. 

 If a proposal is not exempt, it may qualify for  expedited  review. Expedited review 
means an IRB staff person may quickly approve the protocol without sending it to 
the full board. This saves signifi cant time, because full board meetings typically 
take place only once a month (or even less often) and a protocol that just misses the 
deadline may wait longer. Much HCI research qualifi es for expedited review. Work 
that qualifi es for expedited review is defi ned in §46.110 (see http://www.hhs.gov/
ohrp/policy/expedited98.html). Expedited review includes “Research on individual 
or group characteristics or behavior (including, but not limited to, research on per-
ception, cognition, motivation, identity, language, communication, cultural beliefs 
or practices, and social behavior) or research employing survey, interview, oral his-
tory, focus group, program evaluation, human factors evaluation, or quality assur-
ance methodologies.” 

 In designing an IRB protocol, and important factor to consider is whether vulner-
able persons might be involved. Children and individuals with “diminished auton-
omy” (including those with cognitive disabilities) are not permitted to give consent, 
since they are not allowed to enter into legal contracts. Instead, they may be asked 
to assent, and are given an assent form written at a level appropriate for their reading 
level. Their parent or guardian must sign a consent form on their behalf. Checking 
reading level is advisable for both consent and assent forms; many word processors 
provide tools to evaluate the reading level of a document.. A common rule of thumb 
it that documents should have an eighth grade (age 14) reading level or lower (See 
  http://en.wikipedia.org/wiki/Literacy_in_the_United_States    ). 

 To the strictest standard, a consent form must be signed by the volunteer, the 
subject, and a witness. The lower the risk of the study, the more these requirements 
may be relaxed. In many low risk studies, an IRB may waive the requirement to 
document consent. US §46.117 states:

   (c)     An IRB may waive the requirement for the investigator to obtain a signed consent form 
for some or all subjects if it fi nds either:

   (1)    That the only record linking the subject and the research would be the consent docu-
ment and the principal risk would be potential harm resulting from a breach of 
confi dentiality. Each subject will be asked whether the subject wants documentation 
linking the subject with the research, and the subject’s wishes will govern; or   

  (2)    That the research presents no more than minimal risk of harm to subjects and 
involves no procedures for which written consent is normally required  outside of 
the research context.         
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 Studies which allow for a “click to accept” Web-based consent forms require a 
waiver of documentation of consent, since clicking on a Web form is not legal con-
sent. Note that the above refers to waiving the requirement for  documentation  of 
consent. Waiving the requirement for consent entirely is more rare, but may be 
permitted if the study is low risk and could not be carried out without the waiver 
(US §46.116). For example, I obtained a waiver of consent to conduct a qualitative 
study of children’s learning in an after-school computer clubhouse. Different chil-
dren attend the drop-in program each day. For months we sent members home with 
forms for their parents to sign; however, few were returned. We eventually applied 
for and were granted the waiver. (The study was also arguably exempt from IRB 
review as a “normal educational setting” under §46.101). 

 It is important to keep careful research records. IRBs may audit a study to verify 
that it is in compliance with the approved research protocol.  

    The Nature of the Subject in HCI Research 

 The traditional paradigm of human subjects research presumes an expert investiga-
tor interacting with subjects who are lay people with no special knowledge of the 
research domain. The subjects are viewed as vulnerable individuals who will be 
compensated appropriately for their contribution to research, and anonymized in 
written accounts of that research for their protection. These assumptions are increas-
ingly anachronistic. The nature of any vulnerability depends on the nature of the 
research, and many kinds of HCI research were simply not envisioned when the 
rules were fi rst written. 

 In many research areas, our subjects are increasingly knowledgeable about our 
domains of inquiry. To give an easy example, if we are developing software to sup-
port a more effi cient work process, then we might employ a participatory design 
method (Ehn,  2008 ), working with engineers at our study site as design partners. In 
this case, the professionals who helped with the design may wish to comment on 
drafts of any publications that result. Depending on the exact circumstances, they 
may prefer to be credited for their work rather than anonymized in written accounts. 
They may even want to be co-authors (See   Knowing by Doing: Action Research as 
an Approach to HCI    , this volume). If they have signifi cant input, to deidentify them 
is to deny them credit for their work. As a result, in some circumstances, anonymiz-
ing can  cause  harm rather than protect individuals from harm. 

 Participatory design in partnership with professional engineers seems like a far 
cry from anthropologists studying a tribal culture or medical researchers trying out 
a new antibiotic or medical device. However, the situations are not as different as 
they may appear. The medical literature increasingly views patients as partners who 
must accept responsibility in managing their own care (Mamykina & Mynatt,  2007 ). 
Patients now often may read obsessively about their own conditions, and are increas-
ingly encouraged to not simply blindly accept instructions from healthcare provid-
ers. The Internet has brought them a wealth of information (and misinformation), 
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and current thinking in public health suggests that patients fare better when they are 
not passive in managing their care. If patients are collaborators in managing their 
own care, participants in studies of new medical systems in a sense become collabo-
rators in that research. Our view of who “ordinary people” are and what their role in 
the research process might be has evolved. 

 Our fundamental view of the nature of “the research subject” has shifted signifi -
cantly. A post-modern interpretation of research practice situates these shifts in a 
broader intellectual framework. For example, the anthropologist Renato Rosaldo 
writes:

  The Lone Ethnographer’s guiding fi ction of cultural compartments has crumbled. 
So-called natives do not “inhabit” a world fully separate from the one ethnographers “live 
in.” Few people simply remain in their place these days. When people play “ethnographers 
and natives,” it is ever more diffi cult to predict who will put on the loincloth and who will 
pick up the pencil and paper. More people are doing both, and more so-called natives are 
among ethnographer’s readers, at times appreciative and at times vocally critical. (Rosaldo, 
 1993 , p. 45) 

   A critical view of the subject brings the Belmont Report’s fi rst principle of 
“respect for persons” into new focus. The notion of ignorant subjects incapable of 
understanding or responding to our representations has always been misguided to a 
degree, but is even more so in the age of the Internet. For subjects who are literate 
and computer literate, our scholarly works are increasingly accessible, and our sub-
jects are more and more likely to be both able to and interested in engaging with our 
research fi ndings. 

 As a result, it is important for the ethical researcher to rethink power relations 
between researchers and participants, and offer participants more voice (Borning & 
Muller,  2012 ). Subjects may wish to be named in written accounts. This is particu-
larly true, for example, in work my students and I have done on online content cre-
ators, who are justifi ably proud of their creations. As a result, most of our consent 
forms contain this statement:

  In some cases, people we interview are proud of things they have done online (for example 
creative projects) and would like to have their real name listed in our published reports. If 
you would like to request that we use your real name if possible, please sign below. We will 
not be able to use your real name if we feel there is anything that might embarrass you in 
our report. For most people, using a fake name (that we invent) is the right choice, so you 
do not need to sign here but you may if you wish. 

   If subjects do nothing, we anonymize them as usual. They must sign to have us 
use their real name, and the word “optional” appears next to the signature line in 
case people are quickly signing without reading the content. 

 There are some nuances to the above wording. Respect for persons suggests that 
we honor the wishes of our subjects and name them if they wish to be named. 
However, people do not always make good choices about when to seek publicity, as 
we see for example in individuals who allow themselves to be fi lmed being arrested 
on reality television shows. Individuals sometimes put an undue value on public 
recognition and make unwise decisions about what to publicize about themselves. 
In this case, the value of “respect for persons” confl icts with the value to minimize 
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harm. To suggest that we rethink knowledge and power differentials between 
researchers and subjects does not mean that those differences do not exist—some-
times researchers really do still know better. The question of legal liability also 
comes into play. Even if the individual requested their name be used, the university 
might be liable if the portrayal of a subject caused harm. As a result, whether to 
publish real names when requested is ultimately a judgment call that rests with the 
researcher. 

 If our subjects are knowledgeable individuals who understand the area of study, 
they may be capable of and interested in responding to drafts of research results 
before publication. Since they may obtain copies of research results and express 
opinions about those results after publication anyway, it is in everyone’s interests to 
solicit that input before publication when it still might be taken into account. This is 
more relevant for qualitative studies with descriptive accounts of individuals and 
groups rather than simply aggregate statistics. Subjects often will not follow through 
on sending comments in a timely manner, so it is important to give subjects a rea-
sonable amount of time and clear notice of when that time will be up. 

 In practice, this process is often unproblematic and improves the quality of the 
research. Subjects may often be able to correct researcher misconceptions. However, 
in some cases this process becomes quite complicated. Individuals may resist inter-
pretations that they fi nd unfl attering. Resistance leaves the researcher with two 
dilemmas. The fi rst dilemma is epistemological: how do I know who is right? Is the 
subject just being defensive, or did I really misinterpret the situation? There may not 
be one correct answer. As Rosaldo notes, listening to many voices often means they 
can not be seamlessly integrated into a coherent, single, master narrative (Rosaldo, 
 1993 ). The researcher has dual ethical obligation to produce accurate research 
results, and to minimize harm. Ideally obtaining more data can help resolve any 
misalignments. Alternatively, the existence of multiple, irreconcilable views can 
simply be acknowledged. 

 The second part of the dilemma is pragmatic: Do I want to work with these sub-
jects again in the future? Will this account endanger an important relationship? It is 
unethical to publish an inaccurate account, but strategic omissions can sometimes 
help resolve such dilemmas. If a controversial or unfl attering piece of information 
is not strictly relevant to the research question being addressed, then it can be safely 
omitted. For example, in one early draft of a paper about an online system, I 
described a regular user as “socially awkward” in real life. While that comment 
provides context to understand the person and his participation in the online com-
munity, it was not essential to our research questions about use of the system and 
was ultimately omitted.  

    Ethical Challenges of Internet Research 

 Doing research on the Internet introduces a host of surprisingly complicated and 
intriguing ethical challenges (Ess,  2002 ; Ess & T. A. E. W. Committee,  2002 ; Berry, 
 2004 ; Kraut et al.,  2004 ). The fi rst challenge is to even determine when you are in 
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fact doing “human subjects research.” Accessing information posted on the Internet 
accessible without a password is not technically human subjects research according 
to IRB defi nitions. That information is published, and may be freely used for any 
purpose without IRB review. US §46.102 says: 

 “(f)   Human subject  means a living individual about whom an investigator (whether profes-
sional or student) conducting research obtains

   (1)     Data through intervention or interaction with the individual, or (2) Identifi able pri-
vate information.”    

  If information is published online, you are not interacting with its author and the 
information is not private. However, should you decide to ask the author a question 
about their online posting, then you have interacted and are indeed engaged in 
human subjects research. 

 This situation is unfortunate, because it  creates a disincentive to conduct high - 
quality   research . The quality of research is inevitably improved by asking questions 
of content creators. However, doing so requires signifi cant extra work on the part of 
the investigator such as writing a human subjects research protocol, waiting for 
approval, and obtaining consent from subjects. It is not surprising that many inves-
tigators choose not to ask any questions, and write maddeningly incomplete papers 
with statements like “We speculate that users might engage in this behavior pattern 
because….” Speculation is in fact not necessary, because the users are often avail-
able to comment if one only takes the time to get approval to ask them. 

 Once one does start interacting with Internet content creators as human subjects, 
another complication emerges: their online postings may be fi ndable with a search 
engine. This creates a linkage between confi dential human subjects research data 
and their real identities. This is not a problem if the subjects wish to be identifi ed by 
name. However, if they wish to be anonymized, then we have a dilemma. For studies 
involving controversial subject matter and signifi cant risk to the participants, the 
solution is to not quote any online postings of the participants. 

 One clever trick is to present the same individual as two separate people in the 
written account—the quote is included but not connected to the person interviewed. 
Alternatively, if the subject matter is uncontroversial, then a kind of “light disguise” 
is possible, where a determined person could unmask the subject’s identity but it is 
not immediately obvious without some effort (Bruckman,  2002 ). Research proto-
cols from my lab warn of this possibility:

  To protect your confi dentiality, your name will not appear in any publications; a pseudonym 
(a fake name) will be used instead. However, in the case of quotes from things you have 
done online (such as blog entries, forum posts, etc.), this disguise could be vulnerable—a 
determined and skillful person could potentially break it. Since many online sites are open 
to the world, search engines (i.e. Google) index them. As such, a person could take a quote 
and use a search engine to fi nd the actual page, thereby breaking the pseudonym disguise. 
We do not anticipate that this research will uncover sensitive information, but in case it 
does, we will omit direct quotes that could be found in a search engine. 

   Disguising subjects in written accounts often requires omitting or changing iden-
tifying details and names. In some studies it is possible to omit the name of the 
online site being used; however, this is impractical in many cases. For very large 
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sites or sites with few competitors, the site may be obvious. It is also not possible to 
disguise the site in design-based studies where researchers are studying an online 
service they created. Disguising subjects is about striking an appropriate balance. 
Where disguising is necessary, the quality of the research is improved by disguising 
as little as possible; however, the privacy of the participants is maximized with more 
disguising.  

    Terms of Service 

 So far I have discussed information available online without a password. If it is 
necessary to log in to a service to access data, then you are arguably subject to the 
site’s Terms of Service (TOS). The TOS may set conditions for when research is 
allowed, or may prohibit research altogether. 

 Abiding by the TOS is always a safe choice. However, some researchers argue 
that it is not always necessary or appropriate. First, some clauses of the TOS may 
not be legally valid or reasonable. Companies often include clauses in legal dis-
claimers that would not hold up in a court of law, and also would not hold up to ethi-
cal scrutiny. For example, changes that Google made to its privacy policy in 2012 
are being disputed as not complying with European Union (EU) privacy law (  http://
www.guardian.co.uk/technology/2012/oct/15/google-privacy-policy    ). The terms of 
service state that “By using our Services, you agree that Google can use such data 
in accordance with our privacy policies.” (  http://www.google.com/intl/en/policies/
terms/    ) What is the status of that agreement for EU citizens if the privacy policy is 
not in compliance with EU law? 

 More importantly, the independence and intellectual integrity of the research 
community is at stake. Imagine that a large Internet site that is reshaping business 
and culture decides to erect major barriers to research. Does the site’s regulations 
mean this aspect of the human experience is off limits for scholarly inquiry? 
Further, a corporation might allow researchers access only on their own terms, and 
permit work (or its publication) only if it is fl attering to the company. Internet 
researchers are increasingly dependent on the good will of corporations in provid-
ing access to data, and the intellectual independence of the academy is challenged 
by this state of affairs. 

 So if a site’s TOS may not be valid and you do not accept the corporation’s 
authority to control what is said about it, is it acceptable to ignore an Internet 
site’s TOS? Doing so may have practical consequences (you may be denied fur-
ther access) or legal ones. My cautious answer is that it may sometimes be permis-
sible to ignore TOS, but I would only do so after careful refl ection (and with 
sound legal advice). The rationale for doing so should also be explained in the 
publication. 

 The unresolved quandary for the research community concerns how reviewers of 
scholarly manuscripts should handle this issue. In some cases, work has been 
rejected from conferences and journals for failing to comply with TOS. The same 
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work with different reviewers might be accepted. This inconsistency is unfortunate. 
The situation would be improved if conference committees and professional societ-
ies establish clear standards and apply them consistently. 

 More generally, reviewers often struggle with whether the ethics of a study are 
within their purview. At one program committee meeting I attended, a program 
committee member argued that the study in question had passed IRB review at the 
author’s institution, and that was suffi cient. After all, the researchers got approval 
that their approach was ethical and proceeded accordingly. This heuristic would 
greatly simplify the task before reviewers; however, it is built on the assumption that 
local ethics review is being done well everywhere. If reviewers are expected to 
double check ethical issues in research, then they need clear standards to guide 
them. Ethical codes by organizations like the ACM (ACM,  1992 ) and IEEE (IEEE, 
 2012 ) are candidates, but can sometimes be too general to help with specifi c chal-
lenges, and also may not be updated frequently enough to account for emerging 
issues. The role of program committees in double-checking ethics has not been 
clearly resolved in many research communities.  

    Recruiting Subjects Online 

 Recruiting subjects and sampling data for any study are critical processes that affect 
the quality of research results. Internet-based recruiting introduces the additional 
challenge that the researcher may disturb the research environment through the pro-
cess of soliciting participants. In the early days of scholarly interest in users on the 
Internet, members on some sites joked that the researchers might outnumber the 
natives. In the Georgia Tech course CS 6470 Design of Online Communities, stu-
dents do participant observation and interviews with members of an online site. 
Although we do our best to teach students how not to annoy site members through 
the process of requesting interviews, students are still occasionally asked to leave a 
site because their requests for interviews are perceived as disruptive. Requests for 
research participation both impose on people’s time and also foster a self-awareness 
that may disturb normal patterns of online behavior. Students in the online commu-
nities class are given a general rule of thumb is that any online participant should see 
a request for study participation only once or at most twice. As a result, targeted 
inquiries sent to specifi c individuals are often more effective than broadcast mes-
sages seen by large groups. 

 Researcher presence and request for study participation is more likely to be per-
ceived as disruptive if the researchers are seen as not belonging on the site. For 
example, two student researchers were not welcomed by a divorce support forum 
they attempted to study because the students were themselves happily married. 
Although all their communications were seemingly appropriate in tone and content, 
their lack of personal experience with divorce made them unwelcome. This is more 
likely to occur in topics that address sensitive subjects like divorce or health sup-
port. For an extended discussion of this topic, see (Bruckman  2012 ). 
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 In recruiting subjects online, researchers need to be aware that responders could 
be anyone and anywhere. Is the volunteer a child? Do they speak fl uent English and 
fully understand what they are volunteering for? It is important to explicitly ask 
people’s age. IRB protocols that allow a waiver of documentation of consent with a 
“click to accept” Web consent form for adults often typically do not allow this pro-
cedure for minors. In our protocols, we use paper parental consent and child assent 
forms that must be signed and scanned or sent to us by fax. 

 A growing number of studies are relying on crowd sourced participants such as 
workers on Amazon Mechanical Turk. On such sites, people pay a small amount of 
money (often a few cents) for workers to complete simple tasks. Workers often 
receive compensation less than the legal minimum wage in the USA, and are some-
times denied compensation for work legitimately completed. The invisibility of 
such workers is arguably antithetical to the basic principle of respect for persons 
(Silberman,  2010 ; Bederson & Quinn,  2011 ). These factors need to be taken into 
consideration when using crowd sourced labor either as a source of research sub-
jects or for assistance in processing research data.  

    Recording Ephemeral Interaction 

 The discussion so far has concerned content that is archived online. The issues 
change (and become more controversial) when we consider researchers recording 
otherwise ephemeral communications. Some research communities (particularly 
linguists) argue that it is ethical to record conversation of non-identifi ed individuals 
in public places. By analogy, chat rooms and other ephemeral forms of communica-
tion may be viewed as a similar situation, particularly if user names are removed 
from the data (Herring,  1996 ). However, such recordings often make Internet users 
angry, violating their expectations of privacy (Hudson & Bruckman,  2004 ). Privacy 
depends on the idea of “reasonable expectations,” but with new technologies expec-
tations are emergent, may not be shared between researchers and the general public, 
and are evolving. 

 Is it ethical to record activity in a chat room or a virtual world without consent? 
Does this constitute activity of unidentifi ed individuals in a public place? One com-
promise solution suggests that traces of online interaction may not be  recorded  
without permission; however, a participant observer may take fi eld notes on his/her 
own experiences without permission. Others encountered would then be anony-
mized in written accounts. This compromise is splitting hairs because as soon as the 
participant observer asks explicit questions about the environment for research pur-
poses, then informed consent is required. There is a thin boundary between  normal 
conversation as a participant observer and interviewing. 

 In some cases, the process of requesting consent for recording may be more dis-
ruptive to the online environment than the study itself. This is particularly true in 
synchronous communication media. For example, suppose you want to study a syn-
chronous chatroom. Can you ask participants to either opt in or opt out of the study 
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by typing a command? In our chatroom study (Hudson & Bruckman,  2004 ), we 
addressed this question and found that few people opted in, few opted out, and in 
fact the researcher was kicked out of the chatroom in most cases because the process 
of requesting participation annoyed members. Researcher presence was perceived 
as less intrusive in larger groups. For every additional 13 people present, the chance 
of being kicked out dropped by 50 %. In cases in which the process of requesting 
participation is itself disruptive, if a study is low risk, researchers may have a com-
pelling case for a waiver of consent. 

 In 2012, the preponderance of online interaction is archived, in either synchro-
nous or semi-synchronous modes. A relatively small number of researchers study 
real-time environments such as Massively Multiplayer Online games (MMOs) 
where researchers may desire to record otherwise ephemeral communication. 
However, going forward, the increase in data usage from mobile tracking systems 
like GPSs and increasingly powerful RFID technology will likely raise ethical chal-
lenges. For example, location-based data can play a role in a variety of legal cases 
(especially divorce lawsuits), and the creation and storage of that data creates real 
liability and risk. Invisibility of data collection can foster a gap between how much 
privacy citizens expect and how much privacy some experts judge they are entitled 
to expect. Just as we can ask whether someone using a pseudonym in a chatroom is 
really an unidentifi ed person in a public place, we can ask the same question of an 
individual carrying an RFID tag in a mall. The challenges are similar and answers 
are not entirely clear.  

    Design Ethics 

 HCI research involves creating new artifacts that reshape the human experience. 
Shaowen and Jeffrey Bardzell quote Papanek, commenting that “Design is interven-
tion, an intentional effort to create change. As design theorist Papanek defi nes it, 
design’s job is ‘to transform man’s environment and tools and, by extension, man 
himself.’” The Bardzells note that “HCI is increasingly engaging with matters of 
social change that go beyond the immediate qualities of interaction. In doing so, 
HCI takes on scientifi c and moral concerns” (Bardzell & Bardzell,  2011 ). Batya 
Friedman proposes a model of Value-Sensitive Design (VSD) where examining 
ones values and the values inherent in the design is an explicit step in the design 
process (Friedman,  1996 ; Friedman & Kahn,  2006 ; Borning & Muller,  2012 ). 

 In truth, all design has embedded values. For example, consider something as 
seemingly innocuous as a word processor. Jeanette Hofmann details how the design 
of word processing software has embedded conceptions not only of the level of 
technical sophistication of the user, but what it means to be a writer and who is 
expected to write. Early word processors assumed a secretary was typing text writ-
ten by an executive. A system like WangWriter assumed that secretary had limited 
ability to learn commands. The resultant system made it unlikely to make a mistake 
but also impossible to do anything quickly. In contrast, systems like WordPerfect 

   Research Ethics and HCI



464

and WordStar assumed that the secretary was a professional who had the time and 
intelligence to learn complex commands, leading to greater productivity and a much 
wider range of capabilities after a signifi cant initial learning curve. It was not until 
the creation of the word processor on the Xerox Star that the concept emerged of a 
knowledge worker who would work directly on a keyboard. And paradoxically, the 
Xerox Star assumed the knowledge worker was a computer dilettante who had lim-
ited time to learn commands. Assumptions about the capabilities and goals of typ-
ists and writers shaped the tools which in turn signifi cantly shaped the lives of those 
using the tools (Hofmann  1999 ). Design ethics challenges researchers to answer the 
question, what kind of world are we creating? 

 A full discussion of this topic is beyond the scope of this chapter, but see 
  Knowing by Doing: Action Research as an Approach to HCI    , this volume, for a key 
perspective. This topic is of growing importance—it would be diffi cult to overstate 
its signifi cance.  

    Conclusion 

 Ethical research on human subjects in any fi eld involves balancing the potential 
benefi ts with potential harms. New technologies can make it more challenging to 
determine the nature of the potential benefi t (like the need for a spam fi lter) and the 
nature of the potential harm (like violating someone’s privacy). Traditional human 
subjects research seeks to protect vulnerable research participants by anonymizing 
them in written accounts. However, in a growing number of circumstances, our 
participants may want credit for their work. To anonymize them would be to cause 
harm. Further, our participants are increasingly qualifi ed to and interested in 
responding to our representations of them. 

 Simply analyzing data available on the Internet without a password does not 
technically constitute human subjects research. However, it often substantially 
improves the quality of the research fi ndings to interview or survey or otherwise 
interact with creators of online content, and this  does  constitute human subjects 
research. It is inappropriate to speculate about what users were intending without 
taking the time to ask them. 

 A number of issues in HCI research on human subjects still pose unresolved 
challenges. Is it OK to sometimes ignore Terms of Service of an online site? How 
do we maintain the independence of the academy from corporate control of access 
to research data? Is it OK to record unidentifi ed activity in a public place even if that 
makes people angry if they know this is taking place? Should research reviewers 
double-check the ethics of a study, or is local ethical review suffi cient? If reviewers 
should check the ethics of submitted work, by what standard? Since legal and ethi-
cal standards vary across countries and even among institutions within a single 
country, whose standards should be applied? Leadership is needed in resolving 
these issues from both individuals and professional societies. And emerging tech-
nologies will inevitably create new challenges that have not yet been named. 
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 Research ethics for HCI has evolved in a tremendously positive way over time. 
Regulators have become better informed about computers and HCI, and ethical 
norms have evolved to catch up with challenges created by new technologies. At the 
same time, HCI research has pervaded every day life in new ways that make the 
need for regulation more apparent and accepted by the research community. Finally, 
in the dynamic context of HCI, our basic concept of what it means to do “human 
subjects research” has evolved in ways that have implications for other fi elds.  

    Useful References 

 A good general review article on research ethics in psychological studies came out 
of an American Psychological Association (APA) workshop led by Robert Kraut 
(Kraut et al.,  2004 ). Many qualitative methods texts have thoughtful commentaries 
on research ethics. I recommend the ethics chapter in  Interviewing as Qualitative 
Research  by Irving Seidman (Seidman,  2006 ). 

 Some of the most impressive positive examples of research ethics done well con-
cern people successfully working with vulnerable populations in a thoughtful and 
respectful manner. For example, Christopher LeDantec studied use of communica-
tions technologies by the homeless, and did a noteworthy job of understanding the 
power relationships between homeless and researchers and accounting for them in his 
study design (LeDantec & Edwards,  2008 ). Similarly, Gillian Hayes has done impres-
sive work in understanding the needs of autistic children and their families. Her inter-
vention uses recording technologies to help caregivers understand the cause of 
behavioral outbursts, and signifi cant effort went into careful management of the pri-
vacy implications. For recording data in school settings, other students and teachers 
who are not participating in the study may inadvertently appear in the recordings. In 
general, people’s fear of surveillance may interfere with the signifi cant benefi t of hav-
ing data to make evidence-based care decisions. Careful rules about data collection, 
retention, and use is needed to address these challenges (Hayes et al.,  2004 ; Hayes & 
Abowd,  2006 ). These are excellent models for how to handle tricky situations. 

 While those are strong examples of situations where extra care is needed, at the 
other end of the spectrum researchers might consider that sometimes more is pos-
sible than they might think. For example, Jim Hudson and I were granted a complete 
waiver of consent for a deceptive study with no debriefi ng for our study of how 
chatroom participants feel about being studied. We most defi nitely annoyed people 
with our study. However, our IRB was persuaded that the benefi ts of the study 
 outweighed the burden on users (Hudson & Bruckman,  2004 ). 

 Finally, one good example of how to conduct research on sites with restrictive 
Terms of Service is work by Eric Gilbert comparing the social networks of rural 
versus urban Facebook users. To comply with Facebook’s terms of service, Gilbert 
had subjects come to the lab to log in and show their information to researchers. It 
is against the Facebook TOS to scrape information from Facebook, but if the users 
log in they voluntarily reveal information (Gilbert et al.,  2008 ).  
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    My Involvement in Research Ethics 

 I fi rst got interested in questions of research ethics because I had to. My PhD dis-
sertation, MOOSE Crossing, was a text-based virtual world for kids. When I started 
to research how people usually handle research ethics in such situations, I discov-
ered there were no precedents. What I was doing was new. I had to collaborate with 
my IRB to invent a reasonable approach. 

 My institution’s IRB at that time typically erred on the side of caution and 
worked from a rather expansive defi nition of reasonable expectations of privacy. I 
remember being requested to present my study to the full IRB board meeting. I was 
terrifi ed. A turning point in the conversation was when I explained to the board that 
I would not be giving Internet access to any children. The participants had to 
already have Internet access, and I was providing a (somewhat) safer activity for 
them to do online. 

 That initial conversation took place in 1993. Twenty years later (at the time of 
this writing in 2013), I fi nd we are still struggling with these issues. My current 
institution recently required me to take an IRB refresher course. The online course 
contained a new module on Internet research, and the content mostly said things 
were not yet clear to anyone! In the face of these uncertainties, researchers must 
understand the core ethical principles and construct a well-reasoned argument about 
how to apply them in any given situation.  

    Exercises 

        1.    What is the difference between exempt research and expedited research, accord-
ing to IRB rules?   

   2.    What populations of people would you be studying if the IRB review has been 
neither exempt nor expedited?   

   3.    In your institution, what is the minimum turn-around time for getting feedback 
on an IRB application? How often does the committee meet? Is there a separate 
board that reviews medial from behavioral applications? Is there a separate 
form? What kinds of questions are asked on a medical application that are not 
relevant to a behavioral application?         
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        The chapters in this volume attest to the diversity of our fi eld as it has grown from 
its origins in applying cognitive psychology to single-user interfaces to the wonder-
fully eclectic set of practices and settings in which human–computer interaction 
(HCI) is studied today. Even so, the chapters contained herein do not represent all 
the ways of knowing currently in use. That is pretty amazing: 30 years from the 
beginning of HCI, one volume is insuffi cient to represent all of its important meth-
ods. That could be a really good sign of the health and vitality of the fi eld, or a clear 
harbinger of intellectual chaos. We think it is a good sign. 

 The approaches described in this volume differ in a number of ways—for exam-
ple, in the academic fi elds from which they originated, and the intellectual commit-
ments each entails. These differences play out in a number of important ways that 
affect us as researchers—from how we frame a problem, to what we think about, 
how we think about it, and what we do. This is one reason that we urge readers to 
go through all of the chapters, not just the ones they know best or in which they 
already have some interest. The contrasts that emerge are fascinating and 
thought-provoking. 

 One contrast that is obvious upon reading through the set is vast differences in 
the stance various methods take towards the whole enterprise of knowing. What 
constitutes data? Is data something “out there” in the world to be uncovered by a 
researcher, or is it generated through the researcher’s selective understanding based 
on sharing experiences with users in a particular context? What constitutes a good 
theory in HCI? Should all high-quality work aim at generating or evaluating theory, 
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or at producing some kind of abstraction or generalization that is useful beyond the 
situation studied? If not, how can HCI as a fi eld accumulate knowledge? This 
 question goes all the way back to the beginnings of HCI and formative discussions 
that took place among early HCI researchers with different views—from HCI as an 
applied discipline that could best contribute by generating engineering approxima-
tions of human cognition and behavior (Card, Moran & Newell,  1983 ; Newell & 
Card,  1985 ), to those who adopted a hermeneutic stance and believed that under-
standing users and contexts was situated and interpretive and that nothing meaning-
ful could be generalized from one occasion of use to another (Whiteside & Wixon, 
 1987 ), to those that sought ground in-between, emphasizing technical artifacts 
themselves as embodied HCI theories and focusing on task analyses and scenarios 
of use (Carroll,  1990 ; Carroll & Campbell,  1986 ; Carroll & Kellogg,  1989 ). These 
concerns of what a way of knowing entails—what constitutes data, theory, and the 
conceptualization of researchers and their relationship to users—are evident in 
many of the chapters. 

 Another noticeable contrast among ways of knowing is that the type of account-
ability expected of good work differs. Classical approaches to HCI pursue theory 
building through control of variables and/or modeling (more recently simulation). 
They have what Gaver [“Science and Design” this volume] calls epistemological 
accountability—they must carefully account for how they know what they (claim 
to) know. Grounded theory method seeks to synthesize a theory from data as the 
researcher’s understanding grows through iterative analysis; it must be accountable 
to the data as it builds its abstractions. Ethnography and action research also have 
epistemological accountability, but it tends to be expressed quite differently from 
(say) experimental studies. Rather than substantiating claims by eliminating alter-
native explanations, they build credibility through characterizing and disclosing the 
qualities of the engagement and of the researcher as the instrument of knowing. 
Design research and system building have what Gaver calls aesthetic accountabil-
ity—they must show that they “work” in a variety of ways specifi c to the problem 
being explored. Ultimately, how well research satisfi es accountability requirements 
will determine its quality and whether it has met its goals. If we misunderstand the 
way of knowing employed by a study, or apply to it an inappropriate accountability 
framework, we risk missing the insights that may be contained within it. As men-
tioned previously, a primary goal of the tutorials on which this volume was based 
was to educate ourselves about methods and methodologies that were unfamiliar 
and in which we had little (or no) training. Of course, sometimes what is required of 
the researcher to understand is diffi cult or time consuming; for example, Dourish 
[“Reading and Interpreting Ethnography” this volume] points out that the concep-
tual claims of ethnography may reside largely in the fi eld’s corpus, rather than in 
single works. 

 Perhaps the most obvious contrast among ways of knowing is what researchers 
using the method actually do: the activities carried out to produce and analyze data, 
and how they engage with users and their contexts of use. Methods vary greatly in 
the type and quantity of data produced, the issues of data quality that obtain, and the 
scale of analysis. Ethnography immerses the researcher in a particular context as a 

W.A. Kellogg and J.S. Olson



471

participant with the goal of understanding and richly describing lived experience. 
Action research engages a community with the goal of seeking social change while 
engaging in systematic enquiry. Many other ways of knowing, such as social net-
work analyses, sensor-based analysis, eye movement analysis or multi-agent simu-
lations build understandings through acquiring and analyzing data from (real or 
algorithmic) users. These methods, along with log analysis and crowdsourcing, may 
involve extremely large data sets that require new approaches to analysis. Still other 
approaches involve elaborate preparation to control (lab experiments) or deploy 
(fi eld experiments, system building) systems as a way of learning about people and 
their interactions with technology. 

 These differences in HCI ways of knowing—in epistemology, methodology, 
methods, and language—have a direct impact on the fi eld, making it challenging to 
understand and evaluate all the research being published, to know what methods to 
teach or to employ in one’s own research. Methods can complement each other, of 
course; indeed, it is already common practice to use multiple methods. The question 
we ponder is: how far can this be pushed (and should it be?!)? It is common, for 
example, to combine surveys, log analysis, and interviews. It is common to combine 
interviews and observational data with grounded theory method. In other words, it 
is common to combine methods that share or largely overlap in their intellectual 
commitments. But what about more disparate pairings? Could sensor and eye- 
tracking data be combined with multi-agent simulation and sophisticated analysis to 
create more intelligent human–machine partnerships? Could ethnography be crowd-
sourced? Or perhaps more realistically, could methods from one intellectual tradi-
tion be improved or extended by borrowing from other ways of knowing? In many 
domains the answer might be “not really”; but in a multifaceted fi eld like HCI we 
are not so sure. 

 Another key question to consider is the extent to which the diverse perspectives 
described herein need to be reconciled or brought into richer communication with 
each other. The subcommunities carrying out, for example, cognitive modeling, eth-
nomethodology, research through design, agent simulation, and social network 
analysis are distinct. In our view, for HCI to remain a coherent intellectual disci-
pline with a cohesive set of practices, it is desirable to have some degree of shared 
understanding across ways of knowing. The higher purpose of HCI, of course, has 
always been understanding people and their contexts, how technology interacts with 
both, and how and to what extent it is possible to adapt technology to people, to their 
work, play, and aspirations—rather than the other way around. In our experience, it 
has sometimes been too easy for researchers in one camp to dismiss research based 
on unfamiliar ways of knowing. That is a shame, since insights about HCI from any 
way of knowing may provide profound and/or pragmatic inspiration for work based 
in another genre, if only we could speak enough of each others’ languages and share 
enough understanding to let a variety of works speak to us. 

 The future of HCI looks bright from where we sit; already a third generation of 
extremely talented and creative researchers is shaping the fi eld. We fully expect the 
repertoire of ways of knowing to expand even further. An interesting movement in 
this direction is a resurgence and evolution of phenomenological approaches, as 
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conceived in works such as Harrison, Sengers, and Tatar’s ( 2011 ) characterization 
of “third-paradigm” HCI (also Williams & Irani,  2010 ), and thoughtful explorations 
of what a feminist HCI might entail (Bardzell & Churchill,  2011 ; Bardzell & 
Bardzell,  2011 ; Bardzell,  2010 ). As new ways of knowing in HCI are developed and 
spread, they can create (if successful) a familiar tension that we might characterize 
as paradigm shift (Kuhn,  1963 ). The thing about HCI, however, is that the domain 
requires a broad repertoire of methods and approaches. The old paradigms do not go 
away; they continue to function well on the problems for which they are best suited. 
And although it no doubt does not always feel like it to methodological pioneers, 
HCI as a fi eld is still young, evolving, and open to change. The challenges of gain-
ing and maintaining a comprehensive understanding of such a rapidly expanding 
fi eld affects new and seasoned researchers alike. It is our hope that the chapters 
contained here will serve as a substantive fi rst step in establishing a common ground.    
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