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The Need for Memory Pooling Naive CXL Pooling is Inefficient
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(1). DRAM is a major server cost: Azure (50%)
(2). Memory stranding and untouched memory

DR
AM

Cl
ou

d 
Se

rv
er CPU Rented

Rented Stranded

Used Idle

Up to 25% 
stranded memory

Half of the VMs have 
50% of unused memory

qCXL latency: one extra NUMA hop
qWorkloads suffer from significant 

performance slowdowns under CXL
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How to pool stranded memory via CXL 
while targeting NUMA-local performance?

(4). Pond control plane

(3). zNUMA: zero-core NUMA for VMs

85

90

95

100

2 8 16 32 64
Pool Size [CPU Sockets]

Re
qu

ire
d 

O
ve

ra
ll D

RA
M

 [%
]

10%
30%
50%

Percentage of pool memory
    assigned to each VM

Hypervisor
access bits

Core
PMU

CPU
Workload history?

Decision

Latency insensitive?

Untouched memory?

Prediction model

Entirely pool DRAM Pool DRAM=untouched Entirely local DRAM

Action

Yes
No

Yes

No

Yes No

Latency insensitive?
No Yes

Reconfiguration mitigation

(A
) V

M
 s

ch
ed

ul
in

g
(B

) Q
oS

 m
on

ito
rin

g

Overpredicted untouched?

Continue monitoring

No

Yes

VM type, OS, Region,
Percentiles of memory
usage in previous VM
by same Customer,
Workload name.

VM Metadata

Core
PMU

CPU

(1). A small low-latency memory pool design

q A small (8-16 sockets) 
pool is enough!
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(2). External memory controller (EMC)

Local DRAM Pool DRAM

vCPU vCPU... zNUMA

DIMM CXL

(5). Pond prediction models

(1). zNUMA is effective
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with CXL latency at 182%

Pond with CXL latency at 222%

Pond with CXL latency at 182%
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(3). Pond saves 7-9% DRAM(2). Pond overpredicts 4% of VMs

Public clouds spend ~50% on memory & much is wasted. 
Pond pooling with fast CXL saves 7-9% memory.
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