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Public clouds spend ~509% on memory & much is wasted.
Pond pooling with fast CXL saves 7-9% memory.

The Need for Memory Pooling Naive CXL Pooling is Inefficient
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(1). A small low-latency memory pool design (4). Pond control plane
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(2). External memory controller (EMC)
(5). Pond prediction models
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(1). zZNUMA is effective (2). Pond overpredicts 4% of VMs (3). Pond saves 7-9% DRAM
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