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Methodology
Definition: hardware that is still running and functional 
but in a degraded mode, slower than its expected 
performance.

Examples:
• Disk throughput drop to 100 KB/s due to vibration.
• SSD operations stall for seconds due to firmware bugs.
• Memory cards can degrade to 25% of normal speed 

due to loose NVDIMM connection.
• CPUs run in 50% speed due to lack of power.
• NIC performance can collapse to Kbps level due to 

buffer corruption and retransmission.

Fail-Slow Hardware
• Collect 101 reports of fail-slow behaviors from 12

institutions.
• Detailed to  hardware types, root causes, symptoms, 

and impact to high-level software.
• Incident reported range between 2000 to 2017, with 

only 30 reports predating 2010.
• Each institutions report a unique set of root causes.

Table 3: Root causes across hardware types.

Figure 1: Fail-slow symptoms.

Table 5: Fail-slow symptoms across root causes.

Table 4: Fail-slow symptoms across hardware types.

Hardware: SSD, disk, memory (Mem), network (Net), and 
processors (CPU).
Internal root causes: errors(ERR), firmware issues (FW)
External root causes: temperature (TEMP), power 
(PWR), environment (ENV), and configuration (CONF)

unknown (UNK) implies that the operators cannot pinpoint the 
root cause, but simply replaced the hardware.

The Institutions

Root Causes Fail-Slow Symptoms

Cascading Causes & Impacts

Rare but Deadly : Long TTD

“… 1Gb NIC card on a machine that suddenly 
starts transmitting at 1 Kbps … [making] the 
performance of entire workload for a 100 node 
cluster was crawling at a snail’s pace”

1% of the cases are detected in minutes, 13% in hours, 
13% in days, 11% in weeks, and 17% in months (and 
unknown time in 45%).

Table 1: Summary of our findings and suggestions

Internal Root Causes
SSD: Firmware bugs; Read retries with different voltages; RAIN/parity-based read 
reconstruction; Heavy GC in partially-failing SSD; Broken parallelism by suboptimal 
wear-leveling; Hot temperature to wear-outs, repeated erases, and reduced space; 
Write amplification; Not all chips are created equal.
Disk: Firmware bugs; Device errors; Weak heads; and others.
Memory: Device errors; External causes; Unknown causes; SRAM errors.
Network: Firmware bugs; NIC driver bugs; Device errors; External causes; 
Unknown causes.
Processors: External causes.

External Root Causes
Temperature: Clogged air filter; Cold environment; Broken fans; Improper 
design/assembly/operation.
Power: Insufficient capacitors; PCU firmware bugs; Fail-partial power supply; 
Power hungry neighbors; Faulty motherboard sensors.
Environment: Altitude & cosmic events; Loose interconnects; Vibrations; 
Environment and operating condition mismatch; Unknown causes.
Configuration: Buggy BIOS firmware; Human mistakes.

Table 2: Operational Scale
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