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Why a new SSD Emulator? FEMU Use Case

Platform Pros Cons 77777777 App 777777777 ' Supported Research:
Simulator Cheap; Easy; Time-saving Trace-driven; Internal research only ; ;

Emulator Cheap; Full-stack research support Poor scalability; Poor accuracy Guest OS Kernel changes «
Hardware Full-stack research support; Accurate Expensive; Complex; Wear-out Loy 3

NVMe Interface changes

Why Emulator? Why FEMU? J

- Get the benefits of both simulators and Bleak Status of Existing SSD Emulators

hardware platforms - FlashEmu: no longer maintained @I SSD FTL changes J

- Enable wide range of SSD research, - VSSIM: non-scalable; inaccurate,,, jeyel o

. . g . e ) ) olan Optimized

including SDF/Split-level Architecture and LightNVM’s QEMU: only single-channel

host-SSD co-designs, etc. support; non-scalable QEMU

FEMU Scalability: QEMU Virtual 10 Optimization

> Eliminate VM-exits via Polling > Customize QEMU AIO Path Why bother optimizing QEMU?
App ‘NVMe Emulation ‘ A high performance base environment is needed to:
- Emulate NAND operations at ~100us level
Guest OS ; - Emulate tens of parallel NAND flash chips
- ‘FEMU Heap Storage HDMA Emulation ‘
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Figure 3: FEMU Accuracy on emulating OpenChannel-SSD



