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Latency Unpredictability in SSDs
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NVMe Predictable Latency Mode (PLM)

IOD1: Predictable Latency Flagged I/Os

Predictable/Busy Time Window (TW)

Device status query & toggling
PLM is a major leap for host/SSD co-design

…

Time Window Are you busy? Go busy!

Predictable Busy Predictable Busy

“Fail-if-Slow”: SSDs fast-fail 
I/Os contending with GC 

Piggyback BRT: reconstruct 
data from less busy SSDs

IOD2: Busy Remaining Time (BRT) IODA Busy Latency Windows

IODA TW : Taking turns for 
GC; 1 busy SSD at a time!

JAlways Predictable Latencies!
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Comparison of IODA to state-of-the-art

IODA does not sacrifice the array’s throughput!
IODA successfully eliminates concurrent GCs


