Most artificial intelligence and machine learning (AI/ML) systems learn their optimal parameter settings from training data and utilize these parameters at inference time. While the approach is fine for learning over big data, in many cases envisioned for Army applications, the training data will be sparse. For sparse training, traditional AI/ML systems can easily be confidently wrong, which can lead to disastrous decision making. This talk will focus on recent advances to achieve uncertainty-aware AI/ML systems that can report confidence in their recommendation based upon the amount training data that is relevant to the current set of input observations. This includes second-order probabilistic Bayesian networks and evidential deep learning that can serve as the basis for an end-to-end uncertainty-aware neuro-symbolic AI/ML system.
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