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Abstract—Malicious and selfish behaviors represent a serious threat
against routing in Delay/Disruption Tolerant Networks (DTNs). Due to
the unique network characteristics, designing a misbehavior detection
scheme in DTN is regarded as a great challenge. In this paper, we
propose iTrust, a probabilistic misbehavior detection scheme, for secure
DTN routing towards efficient trust establishment. The basic idea of
iTrust is introducing a periodically available Trusted Authority (TA) to
judge the node’s behavior based on the collected routing evidences
and probabilistically checking. We model iTrust as the Inspection Game
and use game theoretical analysis to demonstrate that, by setting an
appropriate investigation probability, TA could ensure the security of
DTN routing at a reduced cost. To further improve the efficiency of
the proposed scheme, we correlate detection probability with a node’s
reputation, which allows a dynamic detection probability determined by
the trust of the users. The extensive analysis and simulation results
show that the proposed scheme substantiates the effectiveness and
efficiency of the proposed scheme.

1 INTRODUCTION

Delay tolerant networks (DTNs), such as sensor networks

with scheduled intermittent connectivity, vehicular DTNs that

disseminate location-dependent information (e.g., local ads,

traffic reports, parking information) [1], and pocket-switched

networks that allow humans to communicate without network

infrastructure, are highly partitioned networks that may suffer

from frequent disconnectivity. In DTNs, the in-transit mes-

sages, also named bundles, can be sent over an existing link

and buffered at the next hop until the next link in the path

appears (e.g., a new node moves into the range or an existing

one wakes up). This message propagation process is usually

referred to as the “store-carry-and-forward” strategy, and the

routing is decided in an “opportunistic” fashion [2] [3].

In DTNs, a node could misbehave by dropping packets

intentionally even when it has the capability to forward the

data (e.g., sufficient buffers and meeting opportunities) [4].
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Routing misbehavior can be caused by selfish (or rational)

nodes that try to maximize their own benefits by enjoying

the services provided by DTN while refusing to forward the

bundles for others, or malicious nodes that drop packets or

modifying the packets to launch attacks. The recent researches

show that routing misbehavior will significantly reduce the

packet delivery rate and thus pose a serious threat against the

network performance of DTN [4], [19]. Therefore, a misbe-

havior detection and mitigation protocol is highly desirable to

assure the secure DTN routing as well as the establishment of

the trust among DTN nodes in DTNs.

Mitigating routing misbehavior has been well studied in

traditional mobile ad hoc networks. These works use neigh-

borhood monitoring or destination acknowledgement to detect

packet dropping [20], and exploit credit-based and reputation-

based incentive schemes to stimulate rational nodes or revoca-

tion schemes to revoke malicious nodes [4], [6]. Even though

the existing misbehavior detection schemes work well for the

traditional wireless networks, the unique network characteris-

tics including lack of contemporaneous path, high variation in

network conditions, difficulty to predict mobility patterns, and

long feedback delay, have made the neighborhood monitoring

based misbehavior detection scheme unsuitable for DTNs

[4]. This can be illustrated by Fig. 1, in which a selfish

node B receives the packets from node A but launches the
black hole attack by refusing to forward the packets to the

next hop receiver C [7]. Since there may be no neighboring

nodes at the moment that B meets C, the misbehavior (e.g.,

dropping messages) cannot be detected due to lack of witness,

which renders the monitoring based misbehavior detection less

practical in a sparse DTN.

Recently, there are quite a few proposals for misbehaviors

detection in DTNs [4]–[7], most of which are based on

forwarding history verification (e.g., multi-layered credit [4],

[6], three-hop feedback mechanism [5], or encounter ticket [7],

[19]), which are costly in terms of transmission overhead and

verification cost. The security overhead incurred by forwarding

history checking is critical for a DTN since expensive security

operations will be translated into more energy consumption-

s, which represents a fundamental challenge in resource-

constrained DTN. Further, even from the Trusted Authority

Digital Object Indentifier 10.1109/TPDS.2013.36 1045-9219/13/$31.00 ©  2013 IEEE

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.



2

Fig. 1. An Example of Black Hole Attack in DTNs

(TA) point of view, misbehavior detection in DTNs inevitably

incurs a high inspection overhead, which includes the cost

of collecting the forwarding history evidence via deployed

judgenodes [5] and transmission cost to TA. Therefore, an

efficient and adaptive misbehavior detection and reputation

management scheme is highly desirable in DTN.

In this paper, we propose iTrust, a Probabilistic Misbehavior

Detection Scheme to achieve efficient trust establishment in

DTNs. Different from existing works which only consider

either of misbehavior detection or incentive scheme, we jointly

consider the misbehavior detection and incentive scheme in the

same framework. The proposed iTrust scheme is inspired from

the Inspection Game [8], a game theory model in which an

inspector verifies if another party, called inspectee, adheres

to certain legal rules. In this model, the inspectee has a

potential interest in violating the rules while the inspector

may have to perform the partial verification due to the limited

verification resources. Therefore, the inspector could take ad-

vantage of partial verification and corresponding punishment

to discourage the misbehaviors of inspectees. Furthermore, the

inspector could check the inspectee with a higher probability

than the Nash Equilibrium points to prevent the offences, as

the inspectee must choose to comply the rules due to its

rationality.

Inspired by Inspection Game, to achieve the tradeoff be-

tween the security and detection cost, iTrust introduces a pe-

riodically available Trust Authority (TA), which could launch

the probabilistic detection for the target node and judge it by

collecting the forwarding history evidence from its upstream

and downstream nodes. Then TA could punish or compensate

the node based on its behaviors. To further improve the

performance of the proposed probabilistic inspection scheme,

we introduce a reputation system, in which the inspection

probability could vary along with the target node’s reputation.

Under the reputation system, a node with a good reputation

will be checked with a lower probability while a bad reputation

node could be checked with a higher probability. We model

iTrust as the Inspection Game and use game theoretical

analysis to demonstrate that TA could ensure the security of

DTN routing at a reduced cost via choosing an appropriate

investigation probability.

The contributions of this paper can be summarized as

follows.

• Firstly, we propose a general misbehavior detection

framework based on a series of newly introduced data

forwarding evidences. The proposed evidence framework

could not only detect various misbehaviors but also be

compatible to various routing protocols.

• Secondly, we introduce a probabilistic misbehavior detec-

tion scheme by adopting the Inspection Game. A detailed

game theoretical analysis will demonstrate that the cost

of misbehavior detection could be significantly reduced

without compromising the detection performance. We

also discuss how to correlate a user’s reputation (or trust

level) to the detection probability, which is expected to

further reduce the detection probability.

• Thirdly, we use extensive simulations as well as detailed

analysis to demonstrate the effectiveness and the efficien-

cy of the iTrust.

The remainder of this paper is organized as follows. In

Section II, we present the system model, adversary model

considered throughout the paper. In Section III, we proposed

the basic iTrust and the analysis from the perspective of game

theory. The simulation results of iTrust are given in Section

IV, followed by the conclusion in Section V.

2 PRELIMINARY
This section describes our system model and design goals.

2.1 System Model
In this paper, we adopt the system model similar to [4]. We

consider a normal DTN consisted of mobile devices owned by

individual users. Each node i is assumed to have a unique ID

Ni and a corresponding public/private key pair. We assume

that each node must pay a deposit C before it joins the

network, and the deposit will be paid back after the node

leaves if there is no misbehavior activity of the node. Similar

to [10], we assume that a periodically available TA exists so

that it could take the responsibility of misbehavior detection

in DTN. For a specific detection target Ni, TA will request

Ni’s forwarding history in the global network. Therefore, each

node will submit its collected Ni’s forwarding history to TA

via two possible approaches. In a pure peer-to-peer DTN,

the forwarding history could be sent to some special network

components (e.g., roadside unit (RSU) in vehicular DTNs or

judgenodes in [5]) via DTN transmission. In some hybrid DTN

network environment, the transmission between TA and each

node could be also performed in a direct transmission manner

(e.g., WIMAX or cellular networks [11]). We argue that

since the misbehavior detection is performed periodically, the

message transmission could be performed in a batch model,

which could further reduce the transmission overhead.

2.2 Routing Model
We adopt the single-copy routing mechanism such as First

Contact routing protocol, and we assume the communication

range of a mobile node is finite. Thus a data sender out of

destination node’s communication range can only transmit

packetized data via a sequence of intermediate nodes in a

multi-hop manner. Our misbehaving detection scheme can be

applied to delegation based routing protocols or multi-copy

based routing ones, such as MaxProp [15] and ProPHET [16].

We assume that the network is loosely synchronized (i.e., any

two nodes should be in the same time slot at any time).
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Fig. 2. In the Routing Evidence Generation Phase, A
forwards packets to B ,then gets the delegation history
back. B holds the packet and then encounters C. C gets
the contact history about B. In the Auditing Phase, when
TA decides to check B, TA will broadcast a message to
ask other nodes to submit all the evidence about B, then
A submits the delegation history from B, B submits the
forwarding history (delegation history from C), C submits
the contact history about B.

2.3 Threat Model
First of all, we assume that each node in the networks is

rational and a rational node’s goal is to maximize its own

profit. In this work, we mainly consider two kinds of DTN

nodes: selfish nodes and malicious nodes. Due to the selfish

nature and energy consuming, selfish nodes are not willing

to forward bundles for others without sufficient reward. As

an adversary, the malicious nodes arbitrarily drop others’

bundles (blackhole or greyhole attack), which often take place

beyond others’ observation in a sparse DTN, leading to serious

performance degradation. Note that any of the selfish actions

above can be further complicated by the collusion of two or

more nodes.

2.4 Design Requirements
The design requirements include

• Distributed: We require that a network authority responsi-

ble for the administration of the network is only required

to be periodically available and consequently incapable

of monitoring the operational minutiae of the network.

• Robust: We require a misbehavior detection scheme that

could tolerate various forwarding failures caused by var-

ious network environments.

• Scalability: We require a scheme that works independent

of the size and density of the network.

3 THE PROPOSED BASIC ITRUST SCHEME
FOR MISBEHAVIOR DETECTION IN DTNS
In this section, we will present a novel basic iTrust scheme for

misbehavior detection scheme in DTNs. The basic iTrust has

two phases, including Routing Evidence Generation Phase and

Routing Evidence Auditing Phase. In the evidence generation

phase, the nodes will generate contact and data forwarding

evidence for each contact or data forwarding. In the subsequent

auditing phase, TA will distinguish the normal nodes from the

misbehaving nodes.

3.1 Routing Evidence Generation Phase

For the simplicity of presentation, we take a three-step data

forwarding process as an example. Suppose that node A has

packets, which will be delivered to node C. Now, if node

A meets another node B that could help to forward the

packets to C, A will replicate and forward the packets to B.

Thereafter, B will forward the packets to C when C arrives at

the transmission range of B. In this process, we define three

kinds of data forwarding evidences which could be used to

judge if a node is a malicious one or not:

• Delegation Task Evidence Ei→j
task: Suppose that source

node Nsrc is going to send a message M to the des-

tination Ndst. Without loss of generality, we assume the

message is stored at an intermediate node Ni, which

will follow a specific routing protocol to forward M
to the next hop. When Nj arrives at the transmission

range of Ni, Ni will determine if Nj is the suitable

next hop, which is indicated by flag bit flag. If Nj is

the chosen next hop (or flag = 1), a Delegation Task

Evidence Ei→j
task needs to be generated to demonstrate

that a new task has been delegated from Ni to Nj .

Given that Tts and TExp refer to the time stamp and the

packets expiration time of the packets, we set Mi→j
M =

{M,Nsrc, f lag,Ni,Nj ,Ndst, Tts, TExp, Sigsrc}, where

Sigsrc = Sigsrc(H(M,Nsrc,Ndst, TExp)) refers to the

signature generated by the source nodes on message M .

Node Ni generates the signature Sigi = SIGi{Mi→j
M }

to indicate that this forwarding task has been delegat-

ed to node Nj while node Nj generates the signature

Sigj = SIGj{Mi→j
M } to show that Nj has accepted this

task. Therefore, we obtain the Delegation Task Evidence

as follows:

Ei→j
task = {Mi→j

M , Sigi, Sigj} (1)

Note that, delegation task evidences are used to record

the number of routing tasks assigned from the upstream

nodes to the target node Nj . In the audit phase, the

upstream nodes will submit the delegation task evidences

to TA for verification.

• Forwarding History Evidence Ej→k
forward: When Nj meets

the next intermediate node Nk, Nj will check if Nk

is the desirable next intermediate node in terms of a

specific routing protocol. If yes (or flag = 1), Nj

will forward the packets to Nk, who will generate a

forwarding history evidence to demonstrate that Nj has

successfully finished the forwarding task. Suppose that

Mj→k
M = {Mi→j

M , f lag,Nk, T
′
ts}. Nk will generate a

signature Sigk = SIGk{H(Mj→k
M )} to demonstrate the

authenticity of forwarding history evidence. Therefore,

the complete forwarding history evidence is generated by
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Nk as follows

Ej→k
forward = {Mj→k

M , Sigk}, (2)

which will be sent to Nj for future auditing. In the

audit phase, the investigation target node will submit his

forwarding history evidence to TA to demonstrate that he

has tried his best to fulfill the routing tasks, which are

defined by delegation task evidences.

• Contact History Evidence Ej↔k
contact: Whenever two nodes

Nj and Nk meet, a new contact history evidence Ej↔k
contact

will be generated as the evidence of the presence of Nj

and Nk. Suppose that Mj↔k = {Nj ,Nk, Tts}, where

Tts is the time stamp. Nj and Nk will generate their

corresponding signatures Sigj = SIGj{H(Mj↔k)} and

Sigk = SIGk{H(Mj↔k)}. Therefore, the contact histo-

ry evidence could be obtained as follows

Ej↔k
contact = {Mj↔k, Sigj , Sigk} (3)

Note that Ej↔k
contact will be stored at both of meeting nodes.

In the audit phase, for an investigation target Nj , both of Nj

and other nodes will submit their contact history evidence to

TA for verification. Note that, contact history could prevent the

blackhole or greyhole attack since the nodes with sufficient

contact with other users fail to forward the data will be

regarded as a malicious or selfish one. In the next section, we

will show how to exploit three kinds of evidences to launch

the misbehavior detection.

3.2 Auditing Phase
In the Auditing phase, TA will launch an investigation request

towards node Nj in the global network during a certain

period [t1, t2]. Then, given N as the set of total nodes

in the network, each node in the network will submit its

collected {Ei→j
task,E

j→k
forward,E

j↔k
contact|∀i, k ∈ N} to TA. By

collecting all of the evidences related to Nj , TA obtains the

set of messages forwarding requests Stask, the set of messages

forwarded Sforward and the set of contacted users Scontact,
all of which could be verified by checking the corresponding

evidences.
To check if a suspected node Nj is malicious or not, TA

should check if any message forwarding request has been

honestly fulfilled by Nj . We assume that m ∈ Stask is a

message sent to Nj for future forwarding and Tts(m) is

its expiration time. We further define Nk(m) as the set of

next-hop nodes chosen for message forwarding, R as the

set of contacted nodes satisfying the requirements of DTN

routing protocols during [Tts(m), t2] and D as the number of

copies required by DTN routing. The misbehavior detection

procedure has the following three cases.

• Class I (An Honest Data Forwarding with Sufficien-
t Contacts): A normal user will honestly follow the

routing protocol by forwarding the messages as long as

there are enough contacts. Therefore, given the message

m ∈ Stask, an honest data forwarding in the presence of

sufficient contacts could be determined if

m ∈ Sforward and Nk(m) ⊆ R and |Nk(m)| == D,
(4)

which shows that the requested message has been for-

warded to the next hop, the chosen next hop nodes

are desirable nodes according to a specific DTN routing

protocol, and the number of forwarding copies satisfy the

requirement defined by a multi-copy forwarding routing

protocol.

• Class II (An Honest Data Forwarding with Insufficient
Contacts): In this class, users will also honestly perform

the routing protocol but fail to achieve the desirable

results due to lack of sufficient contacts. Therefore, given

the message m ∈ Stask, an honest data forwarding in the

presence of sufficient contacts could be determined if

m /∈ Sforward and |R| == 0 (5)

or

m ∈ Sforward and Nk(m) == R
and |Nk(m)| == |R| < D (6)

Equation 5 refers to the extreme case that there is

no contact during period [Tts(m), t2] while Equation 6

shows the general case that only a limited number of

contacts are available in this period and the number of

contacts is less than the number of copies required by the

routing protocols. In both cases, even though the DTN

node honestly performs the routing protocol, it cannot

fulfill the routing task due to lack of sufficient contact

chances. We still regard this kind of users as honest users.

• Class III (A Misbehaving Data Forwarding
with/without Sufficient Contacts): A Misbehaving

node will drop the packets or refuse to forward the data

even when there are sufficient contacts, which could be

determined by examining the following rules

∃m ∈ Stask,m /∈ Sforward and R! = 0 (7)

or

∃m ∈ Stask,m ∈ Sforward and Nk(m) � R (8)

or

∃m ∈ Stask,m ∈ Sforward and Nk(m) ⊂ R
and |Nk(m)| < D (9)

Note that Equation 7 refers to the case that the forwarder

refuses to forward the data even when the forwarding

opportunity is available. The second case is that the

forwarder has forwarded the data but failed to follow

the routing protocol, which is referred to Equation 8.

The last case is that the forwarder agrees to forward the

data but fails to propagate the enough number of copies

predefined by a multi-copy routing protocol, which is

shown in Equation 9.

Next, we give the details of the proposed scheme as follows.

In particular, TA judges if node Nj is a misbehavior or

not by triggering the Algorithm 1. In this algorithm, we

introduce BasicDetection, which takes j, Stask, Sforward,
[t1, t2],R,D as well as the routing requirements of a specific

routing protocol R,D as the input, and output the detection
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Algorithm 1 The Basic Misbehavior Detection algorithm

1: procedure BASICDETEC-

TION((j, Stask, Sforward, [t1, t2],R,D))

2: for Each m ∈ Stask do
3: if m /∈ Sforward and R! = 0 then
4: return 1
5: else if m ∈ Sforward and Nk(m) � R then
6: return 1
7: else if m ∈ Sforward and Nk(m) ⊂

R and |Nk(m)| < D then
8: return 1
9: end if

10: end for
11: return 0
12: end procedure

result “1” to indicate that the target node is a misbehavior or

“0” to indicate that it is an honest node.

The proposed algorithm itself incurs a low checking over-

head. However, to prevent malicious users from providing fake

delegation/forwarding/contact evidences, TA should check the

authenticity of each evidence by verifying the corresponding

signatures, which introduce a high transmission and signature

verification overhead. We will give a detailed cost analysis

in Section 4.2. In the following section, inspired by the

inspection game, we will propose a probabilistic misbehavior

detection scheme to reduce the detection overhead without

compromising the detection performance.

4 THE ADVANCED ITRUST: A PROBABILISTIC
MISBEHAVIOR DETECTION SCHEME IN DTNS

To reduce the high verification cost incurred by routing ev-

idence auditing, in this section, we introduce a probabilistic

misbehavior detection scheme, which allows the TA to launch

the misbehavior detection at a certain probability. The ad-

vanced iTrust is motivated by the Inspection Game, a game

theoretical model, in which an authority chooses to inspect

or not, and an individual chooses to comply or not, and the

unique Nash equilibrium is a mixed strategy, with positive

probabilities of inspection and non-compliance.

We start from Algorithm 2, which shows the details of the

proposed probabilistic misbehavior detection scheme. For a

particular node i, TA will launch an investigation at the prob-

ability of pb. If i could pass the investigation by providing the

corresponding evidences, TA will pay node i a compensation

w; otherwise, i will receive a punishment C (lose its deposit).

In the next subsection, we will model the above described

algorithm as an Inspection Game. And we will demonstrate

that, by setting an appropriate detection probability threshold,

we could achieve a lower detection overhead and still stimulate

the nodes to forward the packets for other nodes.

4.1 Game Theory Analysis

Before presenting the detailed Inspection Game, we assume

that the forwarding transmission costs of each node g to make

Algorithm 2 The Proposed Probabilistic Misbehavior Detec-

tion algorithm

1: initialize the number of nodes n
2: for i ← 1 to n do
3: generate a random number mi from 0 to 10n − 1
4: if mi/10

n < pb then
5: ask all the nodes (including node i) to provide

evidence about node i
6: if BasicDetection(i, Stask, Sforward, [t1, t2],R,D)

then
7: give a punishment C to node i
8: else
9: pay node i the compensation w

10: end if
11: else
12: pay node i the compensation w
13: end if
14: end for

a packet forwarding. It is also assumed that each node will

receive a compensation w from TA, if successfully passing

TA’s investigation; otherwise, it will receive a punishment C
from TA. The compensation could be the virtual currency or

credits issued by TA; on the other hand, the punishment could

be the deposit previously given by users to TA. TA will also

benefit from each successful data forwarding by gaining v,

which could be charged from source node similar to [4]. In

the auditing phase, TA checks the node Ni with the probability

pib. Since checking will incur a cost h, TA has two strategies,

inspecting (I) or not inspecting (N). Each node also has two

strategies, forwarding (F) and offending (O). Therefore, we

could have the Probabilistic Inspection Game as follows:

Definition According to iTrust, the Probabilistic Inspection
Game is

G =< N, {si}, {πi}, {pi} >

• N = {N0, N1, ..., Nn} is the set of the players, N0

donates TA.
• si = {si0, si1, si2, ..., sin} is the strategy set of the player

Ni, s0 = {I,N}, si = {F,O}.
• πi is the payoff of the ith player Ni, and it is measured

by credit earnings.
• pi is a mixed strategy for player i, specially, p0 =

{(p1b , 1 − p1b), . . . , (p
n
b , 1 − pnb )}, pi = {pif , 1 − pif},

pb denotes inspection probability, pf denotes offending
probability.

Then we could get the payoff matrix between TA and

an individual node as shown in Table 1, and we could use

Theorem 1 to demonstrate that TA could ensure the security

level with a low inspection cost by the proposed probabilistic

checking approach.

Theorem 1: If TA inspects at the probability of pb = g+ε
w+C

in iTrust, a rational node must choose forwarding strategy,
and the TA will get a higher profit than it checks all the nodes
in the same round.

Proof: This is a static game of complete information,

though no dominating strategy exists in this game, there is
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TABLE 1
The Payoff Matrix of TA and an individual node

TA
I (pb) N (1− pb)

an individual O (pf ) -C, C-h w, -w
node F (1− pf ) w-g, v-w-h w-g, v-w

a mixed Nash Equilibrium point according to the Table 1 as

(pb, pw) = (
g

w + C
,

h

w + C
)

If the node chooses offending strategy, its payoff is

πw(S) = −C ·
(

g + ε

w + C

)
+ w · g + ε

w + C
= w − g − ε

If the node chooses forwarding strategy, its payoff is

πw(W ) = pb · (w − g) + (1− pb) · (w − g) = w − g

The latter one is obviously larger than the previous one.

Therefore, if TA chooses the checking probability g+ε
w+C , a

rational node must choose the forwarding strategy.

Furthermore, if TA announces it will inspect at the proba-

bility pb =
g+ε
w+C to every node, then its profit will be higher

than it checks all the nodes, for

v − w − (
g + ε

w + C
) · h > v − w − h (10)

the latter part in the inequality is the profit of TA when it

checks all the nodes.

Note that the probability that a malicious node cannot be

detected after k rounds is (1− g+ε
w+C )k → 0, if k → ∞. Thus it

is almost impossible that a malicious node cannot be detected

after a certain number of rounds. In the simulation section,

we will show that the detected rate of malicious users is close

to 100% with a proper detection rate, at the same time, the

transmission cost is much lower than inspection without iTrust.

4.2 The Reduction of Misbehavior Detection Cost by
Probabilistic Verification
In this section, we give a formal analysis on the misbehavior

detection cost incurred by evidence transmission and verifica-

tion. We model the movements and contacts as a stochastic

process in DTNs, and the time interval t between two suc-

cessive contacts of node Ni and Nj follows the exponential

distribution [17]:

P{t ≤ x} = 1− e−λijx, x ∈ [0,∞)

where λij is the contact rate between Ni and Nj , the expected

contact interval between Ni and Nj is E[t] = 1
λij

. We further

denote Costtransmission as the evidences transmission cost

and Costverification as the evidence signature verification cost

for any contact. The below Theorem 2 gives a detailed analysis

on the cost incurred by iTrust.

Theorem 2: Given that pb is the detection probability, λ̄ is

the mean value of all the λij , T is the inspection period, N is

the number of nodes, Costtransmission and Costverification
are the evidence transmission cost and evidence signature

verification cost for a contact, the misbehavior detection cost

in the whole network could be estimated as

1

2
pbλ̄T |N |2 ∗ (Costtransmission + Costverification). (11)

Proof: Given the above mentioned parameters, we could

obtain the number of contacts |H| as

|H| = 1

2

∑
i

∑
j �=i

T/
1

λij
≈ 1

2
λ̄T |N |2 (12)

If the detection probability is pb, the expectation of the

transmission and verification cost for these contact evidences

will be

E = pb|H| = 1

2
pbλ̄T |N |2∗(Costtransmission+Costverification)

(13)

Equation 12 shows that between two time slots, the number

of the contacts among |N | nodes is in line with the time T
and the square of the number of the nodes. Then the cost of

misbehavior detection (including evidence transmission and

verification cost) is linear to the detection probability pb.

From Theorem 2, it is observed that the misbehavior detection

cost could be significantly reduced if choosing an appropriate

detection probability without compromising the security level.

In the experiment section, we will show that a detection prob-

ability of 10% is efficient enough for misbehavior detection,

which means the cost of misbehavior detection will be reduced

to 10%, which will save a lot of resource of the TA and the

network.

4.3 Exploiting Reputation System to Further Im-
prove the Performance of iTrust

In the previous section, we have shown that the basic iTrust

could assure the security of DTN routings at the reduced

detection cost. However, the basic scheme assumes the same

detection probability for each node, which may not be desir-

able in practice. Intuitively, an honest node could be detected

with a low detection probability to further reduce the cost

while a misbehaving node should be detected with a higher

detection probability to prevent its future misbehavior. There-

fore, in this section, we could combine iTrust with a reputation

system which correlates the detection probability with nodes’

reputation.

The reputation system of iTrust could update node’s rep-

utation r based on the previous round of detection result,

and, thereafter, the reputation of this node could be used to

determine its inspection probability p. We define the inspection

probability p to be the inverse function of reputation r. Note

that, p must not be higher than the bound g
w+C to assure

the network security level, which has been discussed before.

Further, it is obvious that p can not be larger than 1, which is

the upper bound of detection probability. If a node’s p is 1, it

means this node has been labeled as a malicious one and thus

should be detected for all the time. What’s more important, a

node with a lower reputation will lead to a higher inspection

probability as well as a decrease of its expected payoff πw.
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(a) Detected rate of malicious nodes

(b) false rate of misidentified nodes

Fig. 3. Experiment results with user number of 100, 80,
50

5 EXPERIMENT RESULTS

We set up the experiment environment with the Opportunistic

Networking Environment (The ONE) simulator [18], which is

designed for evaluating DTN routing and application proto-

cols. In our experiment, we adopt the First Contact routing

protocol, which is a single-copy routing mechanism, and we

use our campus (Shanghai Jiao Tong University Minhang

Campus) map as the experiment environment. The size of this

area is 2.88 km2. We set the time interval T to be about 3

hours (10800s) as the default value, and we deploy 50, 80, 100
nodes on the map respectively. With each parameter setting,

we conduct the experiment for 100 rounds randomly.

We use the Packet Loss Rate (PLR) to indicate the mis-

behavior level of a malicious node. In DTNs, when a node’s

buffer is full, a new received bundle will be dropped by the

node, and PLR denotes the rate between the dropped bundles

out of the received bundles. But, a malicious node could

pretend no available buffer and thus drop the bundles received.

Thus PLR actually represents the misbehavior level of a node.

For example, if a node’s PLR is 1, it is totally a malicious

node who launches a black hole attack. If a node’s PLR is 0,

we take it as a normal node. Further, if 0 < PLR < 1, the

node could launch a grey hole attack by selectively dropping

the packets. In our experiment, we use the detected rate of

the malicious nodes to measure the effectiveness of iTrust,

and we take all the nodes whose PLR larger than 0 as the

malicious ones. On the other hand, since a normal node may

also be identified as the malicious one due to the depletion

of its buffer, we need to measure the false alert of iTrust and

show that iTrust has little impact on the normal users who

adhere to the security protocols. Thus we use the misidentified

rate to measure the false negative rate. Moreover, we evaluate

the transmission overhead Costtransmission and verification

overhead Costverification in terms of the number of evidence

transmission and verification for misbehavior detection. In the

next section, we will evaluate the effectiveness of iTrust under

different parameter settings.

5.1 The Evaluation of The Scalability of iTrust
Firstly, we evaluate the scalability of iTrust, which is shown

in Fig. 3. As we predict in Equation.12, the number of nodes

will affect the number of generated contact histories in a

particular time interval. So we just measure the detected rate

(or successful rate) and misidentified rate (or false positive

rate) in Fig. 3. Fig. 3(a) shows that when detection probability

p is larger than 40%, iTrust could detect all the malicious

nodes, where the successful detection rate of malicious nodes

is pretty high. It implies that iTrust could assure the security

of the DTN in our experiment. Furthermore, the misidentified

rate of normal users is lower than 10% when user number is

large enough, as showed in Fig. 3(b), which means that iTrust

has little impact on the performance of DTN users. Therefore,

iTrust achieves a good scalability.

5.2 The Impact of Percentage of Malicious Nodes on
iTrust
We use Malicious Node Rate (MNR) to denote the percentage

of the malicious nodes of all the nodes. In this experiment,

we consider the scenarios of varying MNR from 10% to 50%.

In this experiment, PLR is set to be 1, and the velocity of

80 nodes varies from 10.5m/s to 11.5m/s. The message

generation time interval varies from 25s to 35s, and the TTL

of each message is 300s.

The experiment result is shown in Fig. 4. Fig. 4(a) shows

that three curves have the similar trends, which indicate

that iTrust could achieve a stable performance with different

MNRs. Even though the performance of iTrust under high

MNR is lower than that with low MNR, the detected rate

is still higher than 70%. Furthermore, the performance of

iTrust will not increase a lot when the detection probability

exceeds 20 percents, but it is good enough when the detection

probability is more than 10%. Thus the malicious node rate

has little effect on the detected rate of malicious nodes. That

means iTrust will be effective, no matter how many malicious

nodes there are. Further, a high malicious node rate will help

reduce the misidentified rate as shown in Fig. 4(b), because

the increase of the malicious nodes will reduce the proportion

of the normal nodes who will be misidentified. However, all

the misidentified rates in Fig. 4(b) will be no more than 20%,

which means iTrust has little effect on the normal nodes. Since

the cost is linear to the detection probability, iTrust will save
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Fig. 5. Experiment results with different PLRs

a lot of resource on the inspection if choosing a small but

appropriate detection probability.

5.3 The Impact of Various Packet Loss Rate on
iTrust

In the previous section, we have shown that iTrust could also

thwart the grey hole attack. In this section, we evaluate the

performance of iTrust with different PLRs. In this experiment,

we measure the scenarios of varying PLR from 100% to 80%.

We set MNR as 10%, and the speed of 80 nodes varying from

10.5m/s to 11.5m/s. The message generation interval varies

from 25s to 35s, and the TTL of each message is 300s. The

experiment result is shown in Fig. 5. Also, PLRs have little

effect on the performance of iTrust, as shown in Fig. 5(a).

This implies iTrust will be effective for both black hole

attack and grey hole attack. The misidentified rate is not

affected by PLRs either. It is under 8% when the detection

probability is under 10%. Thus the variation of PLR will not

affect the performance of iTrust.

5.4 The Impact of Choosing Different Detection
Probabilities

In this section, we discuss the impact of choosing different de-

tection probabilities on the performance of iTrust. In Fig. 6(a),

it is shown that iTrust will reduce the authentication cost

of the thousands of contact histories, which is in line with

the detection probability. And Fig. 6(b) implies that iTrust

will significantly reduce transmission overhead compared with

the DTN without iTrust. This means iTrust will improve the

detection performance of TA and save the transmission cost.

Fig. 6(c) and (d) show the cost of the inspection under different

MNRs and PLRs. It is obvious that iTrust will significantly

reduce the misbehavior detection cost.

The above experiment results demonstrate that iTrust could

achieve a good performance gain due to the following two

reasons. Firstly, the detection performance of iTrust will not

increase significantly as the increase of detection probability.

Secondly, the inspection cost will increase along with the

increase of the detection probability. Thus we suggest a

lower detection probability such as 10% or 20%. And given

the analysis of the inspection game, TA could set a proper

punishment to ensure the detection probability. In this way,

TA could thwart the misbehavior of the malicious nodes and

stimulate the rational nodes.

5.5 The Impact of Nodes’ Mobility
Besides the number of nodes and the length of inspection pe-

riod, there are some other potential factors that will contribute

to the cost of contact history authentication, one of which is

the node’s speed. In the previous experiment, we set the node’s

speed in the range of 10.5m/s to 11.5m/s. In this experiment,

we will change the velocity of the node, and the experiment

result is shown in Fig. 7. The variation of the speed will not

affect the effectiveness of iTrust on both of the detected rate

and misidentified rate, which has been shown in Fig. 7(a) and

(b). Fig. 7(a) implies in a high speed network, iTrust will

be more efficient in misbehavior detection when the detection
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probability is small. Fig. 7(b) indicates that the misidentified

rate is irrelevant with the speed. It is because that a lower

speed will lead to a smaller chance of packet forwarding, but

a higher speed will lead to a quicker depletion of the nodes’

buffer. So they will drop some packets before they forward

the data at the speed 11m/s. But a higher speed will make

the packet more easily reach the destination node, which will

reduce the misidentified rate again. The cost of inspection

is almost the same as shown in Fig. 7(c). But the higher

speed will inevitably help to generate more contact chances,

which will increase the cost of contact history authentication.

Fig. 7(d) shows that iTrust will reduce the authentication cost

much more when the speed of nodes is very high. Because, at

the high speed, a large detection probability is not necessary

any more, and the cost thus will be reduced. This result further

demonstrates the efficiency of iTrust again.

5.6 The Impact of Message Generation Interval on
iTrust
We also measure the effect of the message generating rate on

iTrust. The message generation interval is the time between

two message generating events, which describes the demand

of the users in the network. If the network is a busy one,

the message generation interval is short because of the large

demand of users. The experiment result is shown in Fig. 8.

Fig. 8(a) shows that the performance of iTrust at long message

generation interval (85− 95s) is not as good as that at a short

message generation interval. This is because the messages

propagation in the network don’t involve all the malicious

nodes in the network due to the shortage of the messages.

But if the messages are enough, the detected rate of malicious

nodes will be more than 90% at a small detection probability

(e.g. 10%). So, if the network is not busy, TA could extend

the inspection interval, e.g., from 3 hours to 6 hours, the low

inspection frequency will reduce more inspection cost because

the malicious ones are all involved. But the low message

generation frequency also has some advantages for TA. As

shown in Fig. 8(b). The misidentified rate will decrease when

the message generation interval is long. Another advantage of

low message generation interval is cost saving as shown in

Fig. 8(c). So there is a tradeoff between the detected rate and

misidentified rate when the message generation interval varies.

6 CONCLUSION
In this paper, we propose a Probabilistic Misbehavior De-

tection Scheme (iTrust), which could reduce the detection

overhead effectively. We model it as the Inspection Game and

show that an appropriate probability setting could assure the

security of the DTNs at a reduced detection overhead. Our

simulation results confirm that iTrust will reduce transmission

overhead incurred by misbehavior detection and detect the

malicious nodes effectively. Our future work will focus on

the extension of iTrust to other kinds of networks.
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