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ABSTRACT In this paper, we propose and analyze a novel optimization model to maximize the lifetime of 
Internet-of-Things (IoT) networks, including the Low Power Wide-Area Network (LPWAN) based Sigfox 
star networks and Time Slotted Channel Hopping (TSCH) mesh networks. An IoT cloud manages the IoT 
network adapting to sensed phenomenon changes in the deployment area retrieved from peered cloud-based 
environmental monitoring systems. While increasing the number of paths for IoT devices to cloud 
communication increases reliability, it also comes at the expense of increased energy consumption. We 
consider an optimization problem to determine the best redundancy level to be applied in the IoT network 
such that the lifetime is maximized while achieving the quality-of-service (QoS) requirements in the presence 
of unreliable sensing environments. Our model is generic and easily adaptable to a given IoT technology by 
considering the technology’s devices, environmental, and protocol specifications while spanning single-hop, 
multi-hop, short-range, and long-range IoT technologies. We formulate the tradeoff between energy 
conservation vs. reliability of an IoT network as an Integer Non-Linear Programming (INLP) optimization 
problem. The feasibility of our approach in maximizing the lifetime of IoT networks for both the star and 
mesh network topologies is demonstrated using SigFox and TSCH as representative technologies, 
respectively. We conduct an extensive comparative performance analysis demonstrating that our model 
outperforms contemporary baseline models in both SigFox and TSCH IoT network technologies. 

INDEX TERMS Internet of things, INLP, optimization, LPWAN, lifetime maximization, fault tolerance. 

I. INTRODUCTION 
Low-cost network deployments, cheaper equipment, and high 
flexibility make deploying a sensor network an attractive 
wide-area monitoring solution [1], [2]. Tinymesh [3] and 
VERICOM [4], [5] are examples of wireless mesh network 
infrastructures available in the market where digital and 
analog inputs can be monitored and shared with an Internet-
of-Things (IoT) cloud using multi-hop wireless network 
protocols. The network is flexible with regards to node 
failures as it automatically adjusts communications to avoid 
disruptions. Such a network could be part of an IoT 
framework, providing the necessary data which would then 
be used for analysis and decision making in an IoT cloud. 
Earthquakes, volcanos, dust storms, heatwaves, winter 
storms, and hurricanes are a few examples of environmental 
phenomena that can impact the reliability of devices and their 
communications. Temperature and absolute humidity can 
have a negative correlation with wireless received signal 
strength indication (RSSI) and packet reception rate (PRR) 

[6, 7].  Heavy dust and sandstorms can cause an increase in 
propagation path loss [8, 9].  Furthermore, wind and weak 
earthquakes can cause alignment errors between point to 
point line of sight communications between a sender and a 
receiver causing fading of the received signal [10]. As a 
natural response, such real-time or predictive weather data 
can be incorporated to dynamically configure the network to 
improve the safety and reliability of its operation. The 
application domain of the IoT framework itself does not need 
to be related to environmental phenomena monitoring. For 
example, the application domain might be related to taking 
measurements of water, gas, or electricity from smart meters 
located in both urban and rural areas [1, 4].  Another example 
is monitoring the movement of habitats in a geographic area. 
In such cases, rather than adding various sensors to measure 
many unrelated phenomena that could affect the reliability of 
smart meters and monitoring devices, existing IoT platforms 
may already provide a backbone to integrate real-time data 
from clouds sharing the data of their environmental sensors 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2020.2983873, IEEE
Access

2  

and devices in the same geographic area [11]. It is expected 
that using clouds to provide services will increase in the 
future. Phenomena measurements data sharing between 
clouds would enable the IoT platform to make calculated 
decisions that would otherwise be infeasible to obtain due to 
the cost for procuring and maintaining the infrastructure and 
devices. In this work, we are concerned with a specific type 
of phenomena measurements called node/link failure data. 

By obtaining node/link failure related data through data 
sharing, the expected communication failure from a 
monitoring device to a final gateway of the deployed IoT 
network can be derived. Deriving the expected 
communication failure in turn determines the best response to 
maximize lifetime of the deployed IoT network. That is, if the 
expected failure is high, using more devices to transmit the 
same message is a wise approach, since even if more energy 
is used (i.e., IoT devices are active as opposed to being in a 
low power sleep state), the probability of a message reaching 
an IoT gateway is increased. However, keeping all IoT 
devices in an active state is unnecessarily a waste of energy, 
thus minimizing the lifetime of the network without any gain 
in return. This is especially the case since most deployed IoT 
devices, e.g. SigFox, and Time Slotted Channel Hopping 
(TSCH), deployed devices have finite energy. Thus, the 
expected failure probability determines how many devices 
need to be active and transmitting over separate paths to 
satisfy a specified minimum message reliability requirement 
while minimizing energy consumption to prolong the system 
lifetime. This tradeoff between energy consumption vs. 
message reliability of the star and mesh networks forms a 
problem that is best described as an optimization problem for 
which the goal is to find the best number of paths (i.e., 
through imposing device status settings) to maximize the 
deployed IoT network lifetime. 

In this paper, we propose and analyze an optimization 
model to maximize the lifetime of IoT networks. Using 
environmental data obtained from neighboring cloud 
systems, the IoT cloud finds the best redundancy level to be 
applied in its IoT network in order to maximize the lifetime 
of its operation while meeting Quality-of-Service (QoS) 
reliability requirements in the presence of unreliable sensing 
environments. The deployed network consists of nodes 
distributed over a wide geographic area and can be of mesh 
(such as Time Slotted Channel Hopping, or TSCH [12, 13]) 
or star (such as a low-power wide-area network or LPWAN 
of SigFox [14, 15]) topologies [16]. While the use of more 
sensing devices can be used to increase reliability, it also 
increases the consumption of the IoT network energy. 
Similarly, using more paths increases reliability while 
consuming more energy of an IoT network. We formulate the 
tradeoff between energy consumption and reliability of the 
IoT network through an Integer Non-Linear Programming 
(INLP) optimization problem taking into account the 
information obtained from the environmental cloud.  
The key contributions of this paper are as follows: 

1. We proposed a novel optimization model to maximize 
the lifetime of IoT networks and conducted its in-depth 

analysis.  To the best of our knowledge, we are the first 
in considering energy and reliability of the emerging IoT 
networks in tandem (see Fig. 1) to provide an 
optimization model to maximize the lifetime while 
meeting operational constraints in the presence of attacks 
and environmental threats. The majority of existing 
literature regarding IoT energy modeling focuses on 
providing a basic platform for IoT energy analysis 
without considering the reliability of the operation and 
the lifetime of the deployed IoT network in unreliable 
environments [13, 16, 17]. Our work not only considers 
energy modeling for IoT but also provides an 
optimization model that considers the effects of both 
energy and reliability of the network to find the optimal 
parameters for maximizing the lifetime while satisfying 
QoS requirements of a given deployed IoT technology. 
We formulate the tradeoff between energy consumption 
and reliability of the IoT network through an Integer 
Non-Linear Programming (INLP) optimization problem.   

2. Our optimization formulation is generic taking into 
consideration the energy model of technology, the 
reliability model of technology, and failure factors 
affecting the deployed technology. Our analytical 
formulation also considers single and multi-hop, short 
and long-range IoT technologies.  Our model can be 
easily adapted to a given IoT technology by considering 
the technology’s devices, environmental, and protocol 
specifications. To the best of our knowledge, we are the 
first to give an analytical solution and optimization 
model for IoT network lifetime, considering all of the 
above issues. 

3. We demonstrate the feasibility of our approach, through 
detailed performance evaluation, using SigFox and 
TSCH as representative IoT technologies for LPWAN 
and mesh networks, respectively. We compare baseline 
models [13, 16] with our INLP model for both SigFox 
and TSCH, and show that our model outperforms these 
baseline models. 

FIGURE 1. Multiple considerations in optimizing IoT lifetime. 
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The rest of the paper is organized as follows. In Section 
II. we provide a literature survey of related work. In Section 
III, we discuss the system model and assumptions for both the 
Low Power Wide-Area Network (LPWAN) and mesh 
network topologies using SigFox and TSCH as representative 
technologies, respectively. In Section IV, we discuss the 
research problem to be solved and the solution methodology 
developed based on an optimization model that can maximize 
IoT network lifetime when given a set of input parameters 
characterizing the operational and environmental conditions. 
In Section V, we perform a performance analysis for both the 
LPWAN and mesh networks. Finally, in Section VI, we 
conclude the paper and outline future work. 

 
II. RELATED WORK 

Many research papers in IoT have focused on how real-time 
environmental sensor data can be used for decision-making. 
Wong and Kerkez [11] discuss how real-time environmental 
sensor data in an IoT cloud can be used for decision-making. 
They show how existing IoT platforms already provide a 
backbone to integrate real-time data from web-enabled 
environmental sensors and devices. A case study to determine 
water quality from Internet Protocol (IP) enabled hydrologic 
sensor nodes is discussed. Knowledge is updated through an 
API web service providing sensor node measurements to 
maximize the number of quality samples by updating the 
node's sampling frequency based on anticipated storm events. 
Our model leverages existing IoT clouds for gathering 
environmental data, but we used it to maximize the lifetime of 
the IoT network through calculating and updating optimal 
redundancy parameters. Ashok et al. [17] discuss cyber-
physical security of Wide-Area Monitoring, Protection and 
Control (WAMPAC) in a smart grid environment. Safety and 
reliability of Wide-Area Monitoring (WAM) systems 
becomes increasingly important for advanced control 
applications. The authors discuss how WAM and protection is 
crucial in systems like NASPInet [18], which is a separate 
wide area network for Phasor Measurement Units (PMUs). 
Parameters like currents and voltages at different places are 
measured using sensors (e.g., PMUs), required all over the 
smart grid network to improve system visibility, and sent 
through the high-speed communication network to the Wide-
Area Protection controller to implement smart and 
preventative control strategies. Our work also considers the 
importance of WAM and considers the use of WAM system 
information by a centralized control center for decision 
making. The authors in [19] propose an architecture for 
agricultural habitat information acquisition systems where 
environmental information in the farmland (e.g., light 
intensity, carbon dioxide content, soil temperature) is 
collected. Realtime warnings of abnormal parameters are sent 
to an online decision support system for decision-making. Our 
work similarly uses the information obtained from 
environmental sensors (via environmental clouds) for 
decision-making. Moreover, we consider environmental 
phenomena that effects network communication, with the 

optimal redundancy parameters derived by the control center 
to maximize the application lifetime. In [20] the authors 
propose an IoT based sensor system for sewage treatment 
plant monitoring. They use temperature, turbidity and pH 
sensors to monitor the sewage system and send real-time 
results to a cloud-based server. The system cloud data is stored 
for further analysis. While the collected data is proved to be 
efficient to monitor the systems status and as a decision-
making tool, their application can be further enhanced by 
using the fault-tolerant optimization approach discussed in this 
paper. Furthermore, their protocol does not consider energy 
consumption of relaying devices, reliability of 
communication, nor prolonging system lifetime.  

Deployed IoT devices are prone to both software and 
hardware faults. Moreover, the large scale of IoT requires 
efficient mechanisms to tolerate faults, thus many scholars 
have used fault-tolerance, redundancy management, and 
communication optimization to achieve IoT system 
objectives. Gautam et al. [21] propose a novel approach of 
fault management and restoration of network services in IoT 
clusters to ensure disaster readiness. Their approach depends 
on early detection and isolation of fault and subsequently 
providing alternate network paths. Our algorithm also uses 
multiple paths to avoid a single path failure from disrupting 
communication. Al-Hamadi and Chen [22] propose an 
analyzed a dynamic redundancy management of integrated 
intrusion detection and tolerance for maximizing the lifetime 
of clustered wireless sensor networks (WSNs). Multisource 
and multipath routing are used for intrusion tolerance with 
majority voting for intrusion detection in a redundancy 
management protocol design.  They focused on a cluster-
based WSN utilizing intrusion detection and tolerance in the 
presence of attackers whereas we focus on IoT cloud-based 
environmental monitoring and formulate a lifetime 
optimization problem. In [23] the authors propose a 
framework for data delivery in large-scale risky IoT networks, 
where data is relayed toward a gateway connected to the 
internet. Their approach is based on carefully choosing the 
next hop for routing while considering energy constraints, hop 
counts, and remaining energy levels. A comparison with 
energy-aware protocols is provided to show the effectiveness 
of the framework. Their framework however does not 
consider the effects of energy and reliability in tandem and 
fails to consider the environmental effects in the deployment 
area on the reliability of data delivery. In [24] the authors 
consider a multipoint-to-point network where multiple LoRa 
sensors send messages to a single LoRa gateway. The protocol 
aims to use redundant data measurements in order to enhance 
reliability of measurement delivery, where a frame includes 
current and past few measurements. A measurement is 
obtained if a single copy is able to arrive successfully. The 
protocol considers the effects of fading and interreference in 
order to determine the number of measurements to include in 
a single frame. This is similar to our work in that we consider 
the effects on the reliability of the communication in order to 
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determine the number of devices sending data to the gateway. 
However, we consider energy lifetime and provide a generic 
protocol that can be adapted not only for star networks such as 
LoRa, but also for IoT mesh networks. In [25] the authors 
propose a protocol to enhance the QoS of wireless sensor 
network based IoT applications. The protocol considers 
lifetime, reliability, and traffic intensity when choosing the 
next-hop node to choose the optimal path. Their work however 
does not consider multiple paths nor using environmental data 
for finding the optimal routing configurations. The authors in 
[26] use the redundancy of network connections to ensure 
availability in IoT networks and tolerate drops in connections 
thus decreasing the probability of network downtime. They 
add a new level of abstraction to networking in order to send 
data over multiple networking solutions while using an 
optimization algorithm to determine the optimal and most 
reliable path for delivery over the IoT network. Their work 
however does not consider energy nor lifetime. The authors in 
[27] propose a bio-inspired particle multi-swarm optimization 
(PMSO) routing algorithm in a two-tiered WSNs that provides 
fault tolerance by selecting k-disjoint paths to route from 
sensor nodes to super nodes. Their objective is to minimize 
transmission power range and the average delay for all sensors 
while maintaining the k-disjoint multipaths. Their work 
focuses on WSN-based mesh networks only. Also, unlike our 
work, their work does not consider security or environmental 
failure conditions. 

Designing for an energy-efficient IoT has become an 
important objective in resource-constrained environments. In 
[28], the authors propose a lifetime-aware resource allocation 
framework to maximize the network lifetime of cellular-based 
machine to machine (M2M) networks. They consider battery-
driven smart devices deployed in remote areas to minimize 
energy consumption and thus maximize the network battery-
lifetime as a priority. Network lifetime maximization is 
achieved by providing optimal scheduling decisions that 
consider the number of devices to be scheduled and the 
available resources to be allocated. Similar to our work, they 
consider energy and reliability in the form of signal-to-
interference-plus-noise ratio to maximize network lifetime. 
Their model, however, only considers cellular-based M2M 
networks (i.e. star and not mesh) with limited failure factors 
affecting reliability of communication. Unlike our work, there 
is no security consideration. In [29], the authors propose a 
message disjoint security routing protocol for energy 
harvesting networks using solar energy. They explore the 
tradeoff between sleep state durations and transmission delay 
on information delivery, while considering energy 
consumption. Their scheme establishes two disjoint connected 
dominating sets, where one set is used to transmit data packets 
and the other set is used to verify data message sending at the 
receiver. Identification information is recorded in data packets 
and forwarding nodes for malicious node detection, thus 
providing a way for increasing delivery ratio by 
retransmission. Unlike our work, their method does not find 

the optimal number of redundant paths to achieve system 
lifetime maximization. Further, their method considers only 
malicious blocking attacks without considering other 
environmental failure factors in the area of deployment that 
can affect the required fault tolerance or reliability 
requirements. The authors in [30] propose an energy and 
reliability aware protocol for resource-constrained IoT devices 
where the tradeoff between reliability and energy is explored. 
They explore the effect of power amplification (PA) models 
on both the energy and reliability of IoT devices, highlighting 
the limited efficiency and linearity of traditional PA models. 
This leads to their derivation of an optimization model that 
optimizes certain performance metrics at the physical layer 
(modulation size, signal-to-noise ratio) and at the medium 
access control (MAC) layer (payload size and the number of 
retransmissions) as a function of link distance, while satisfying 
the IoT device hardware constraints. They show that by 
finetuning the model parameters, a link’s lifetime can be 
maximized. Our work is different from [30] in that our 
parameter tuning is at the network and application layers, 
while their parameter tuning is at the physical and MAC 
layers. In [31], the authors propose an energy-efficient multi-
objective scheduling model for monitoring-based IoT 
networks.  Their objective is to minimize energy consumption 
and communication overhead of monitoring for each node 
while considering link faults due to energy limitations. The 
proposed model consists of a node subset generation phase 
which creates multiple vertex covers, followed by an 
optimized scheduling of vertex covers. They formulate the 
sequencing assignment between vertex covers as a multi-
objective generalized assignment problem and a traveling 
salesman path problem. Their work however only considers 
IoT networks operating on a generated destination oriented 
directed acyclic graph (DODAG). Also, unlike our work 
which considers faults due to security, hardware, and energy 
failures, their work [31] only considers faults due to energy 
limitations. Rango et al. [32] analyze energy-aware 
communication between smart IoT monitoring devices. 
Energy consumption of devices with Wi-Fi and Radio 
Frequency (RF) interfaces is analyzed under different 
configurations by adopting an IoT energy framework [33]. 
They identify the best configuration to prolong the lifetime of 
IoT devices. However, their focus is on energy and they do not 
consider the reliability of the IoT network. In [34] the authors 
stress the important role of IoT in smart grids and smart 
metering, enabling efficient control and management of cities. 
They discuss the value of IoT in AMI (Advanced Metering 
Infrastructure), especially in providing power quality and 
reliability monitoring. In their survey, they highlight important 
issues which enhance the large-scale network deployment in 
the smart grid, including using optimization algorithms for 
network reconfiguration and reacting to events effecting 
power quality and reliability. Our work uses optimization to 
find optimal settings maximizing lifetime while considering 
reliability constraints for the deployed application network, 
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which can be applied to enhance smart grid deployments. 
Martinez  et al. [35] define a general methodology for 
modeling energy consumption of IoT devices. The proposed 
framework models key components of point-to-point 
communications, such as SigFox [14] and also mesh networks, 
such as TSCH [12] networks. The comprehensive framework 
is helpful in evaluating and contrasting different technologies 
by plugging in their empirically quantified parameters 
representing the platform and the operating conditions. Their 
work however does not consider modeling the reliability of the 
IoT network and does not consider optimizing its lifetime. 
Morin  et al. [16] provide a comparison of the device lifetime 
in IoT networks. They develop an analyzer that computes the 
energy consumption of IoT devices for varying IoT 
technologies including short range and emerging long-range 
technologies (e.g., SigFox and LoRa) based on the 
transmission, reception, idle, and sleep states of the devices 
and their respective durations. They consider energy-
constrained nodes and use the analyzer to derive the expected 
lifetime for the IoT device based on the used technology and 
parameters. The authors claim that the analyzer is helpful for 
IoT network designers to understand the effects of a type of 
IoT technology and associated parameters on the lifetime of 
the IoT device. Vilajosana et al. [13] provide a slot-based 
modeling of energy consumption of TSCH mesh networks. 
The authors model the process of the energy consumption 
occurring in each slot in a TSCH slot frame for both relay and 
leaf motes. The state of mote modules (i.e., micro-controller 
and radio) in each type of TSCH slot is determined while the 
total energy consumed per slot frame is derived accordingly.  
The authors show how the model can be used to evaluate 
energy consumption for different TSCH network 
configuration choices. Later in Section V, we will use the 
baseline models by Morin  et al. [16] and Vilajosana et al. [13] 
for performance comparison with our INLP model in the 
TSCH and SigFox technologies, respectively. Daneels et al. 
[36] use the same model as in [13]; they extend the model by 
providing detailed modeling for time slot and state energy 
consumption for TSCH, and provide energy consumption 
measurements for both 868 MHz and 2.4 GHz frequency 
bands using dual-band OpenMote device running the 
OpenWSN firmware. Our work is different from [13] and [36] 
in that our work focuses on the MTTF or the failure probability 
of the IoT networks which depends on multiple failure factors 
including energy consumption failure, communication failure, 
hardware failure, node compromise failure, and technology 
failure, while [13] and [36] focused on only the correctness of 
energy consumption of IoT devices and comparing with 
datasheets and real world collected measurements. We adopt 
their energy consumption collection model which they (along 
with ([16, 35]) have shown to work for IoT devices (so how a 
single device consumes energy based on states and time spent 
in states). Specifically, we follow their energy consumption 
model that the energy consumed per state follows 𝑡௦ ൈ 𝑃௦ 
where 𝑡௦  is the time spent in the state and 𝑃௦  is the power 

consumption based on both CPU and Radio for the given state. 
Our analysis is novel with respect to [13] and [36] in that other 
than energy failure, we deal with communication failure, 
hardware failure, node compromise failure, and technology 
failure which can contribute to IoT network failure, and unlike 
[13] and [36] we perform reliability modeling of the best 
multipath routing strategies considering all failure causes for 
maximizing the IoT network lifetime. 

III. SYSTEM MODEL 
As illustrated in Fig. 2, our system model of an IoT-based 
cloud platform consists of a control center cloud, an IoT 
star/mesh network co-located with an IoT environmental 
monitoring network, and a number of environmental clouds 
for collecting and relaying monitored data. The control center 
cloud is responsible for communicating and controlling the 
deployed IoT network. The control process that executes our 
proposed optimization model to maximize the IoT network 
lifetime is sitting in the control center cloud. The IoT 
environmental monitoring network consists of IoT nodes 
distributed over a wide geographic area in either mesh (e.g., 
TSCH) or star (e.g., LPWAN) topologies [16].  

 
FIGURE 2. System Model of an IoT cloud platform. 

 

Environmental monitored data are passed from IoT nodes 
to the environmental clouds which in turn relay data to the 
control process in the center cloud for analysis and decision 
making. In the case of a mesh network, mesh nodes 
communicate their sensed data through multiple hops to reach 
any of the multiple gateway nodes that directly communicate 
with the control center. Multiple paths can be created between 
source nodes generating data and gateway nodes. The control 
center dynamically configures its mesh nodes based on the 
data retrieved from the environmental cloud and its deployed 
monitoring infrastructure co-located in a same area. While the 
environmental monitoring could be part of the deployed 
network itself, this separation of concerns helps the deployed 
IoT network (managed by the control center) to focus on its 
main application (e.g., relaying smart meter information) 
instead of needing to invest in resources to build and maintain 
an environmental monitoring infrastructure (e.g., monitoring 
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dust). The control center only needs services of the 
environmental cloud and does not need to own it. Real world 
implementations exist where the deployed network [5] uses 
multiple batteries operated mesh nodes with a manager; 
however, they do not use information from other clouds or 
consider finding the optimal number of paths for redundancy 
management to prolong lifetime. For example, environmental 
phenomena can be obtained via IoT devices of peered clouds 
running on IoT cloud platforms, such as Xively [37], 
ThingSpeak [38], ThingWorx [39], Google Cloud Platform 
[40] and many more, all of which support real-time feeds and 
notifications. Real-time and historical data can be further 
obtained by government organizations, such as United States 
Geological Survey (USGS) [41], which provides data 
regarding earthquakes, floods, and other environmental 
hazards. Global environmental communities consisting of 
shared weather stations and air quality monitor from different 
entities, such as Weather Underground [42], can be further 
used as a data source.   Additionally, tampering incidents can 
be obtained using a geographic information system (GIS)-
based crime mapping tools and applications [43, 44], some of 
which are readily available to the public (e.g., ArcGIS used 
by Hailfax Regional Police [45]).  

In this paper, we consider using the obtained 
environmental data to optimize the redundancy level needed 
to satisfy reliability of the operation of the deployed network 
and prolong its lifetime. Unlike a mesh network, a star 
network is formed when the nodes directly communicate with 
the gateway based on a single-hop. LoRa [46] and SigFox 
[14] are the examples of such deployments. As environmental 
conditions become harsh, the probability of reliable 
monitoring of an area and subsequent propagation of this data 
to the control center decreases. Data from the environmental 
cloud is used by the control center to find the best redundancy 
configurations to apply in order to achieve the required 
reliability and prolong the system lifetime. 

Fig. 3 illustrates a scenario showing how the control 
center monitors a specific geographic location using a mesh 
network based on current environmental conditions. When 
the environment conditions are clear, a single source located 
within the radius of the queried area relaying the information 
over a single path achieves the required reliability of service 
(i.e., QoS) by the mesh network. On the other hand, when the 
environment conditions are harsh, achieving the same QoS 
requires 3 sources to report their data over separate paths to 
the control center. Gateway nodes collect the data and directly 
communicate with the control center in the IoT cloud. In the 
case of LPWANs, the number of IoT devices reporting the 
same phenomenon can be configured based on the probability 
of failure. Each device would transmit a direct long-range 
transmission to the gateway which in turn forwards the packet 
to the control center. Fig. 4 depicts this scenario. We consider 
multiple gateways evenly distributed in the network where 
each gateway is responsible for relaying data sent from the 
LPWAN nodes to the control center cloud. We consider a 
design where nodes are deployed around gateways such that 
all nodes can reach the closest gateway over about the same 
distance, hence implying similar energy consumption (due to 
using similar power) to report to the gateway. The number of 
gateways required is LPWAN technology dependent, such 

that nodes must be able to communicate with gateways, and 
the gateways collectively must be able to provide the required 
coverage over the deployment area. 

Similarly, for TSCH mesh networks, we consider a 
deployment where multiple gateways exist and the distance 
between a mesh node to its nearest gateway is about the same 
for every node in the system so there is a balance of energy 
consumption and packet transmission time delay for every 
node in the system. Fig. 3 and Fig 4. scenarios show how 
redundancy management can be applied to IoT technologies, 
such as TSCH for mesh networks and SigFox for LPWANs. 

In our model, we consider the following failure factors: 
 Hardware failure is caused by environmental 

phenomena introducing physical damage and 
malfunction of the deployed IoT devices. 

 Communication failure is caused by environmental 
phenomena and interference that can negatively impact 
network link quality of the deployed IoT devices. This 
type of failure is technology-dependent and can be 
further influenced by many other factors, such as 
potential interference of the used spectrum by industrial 
applications and/or home-automation technology, e.g.  
interference of 868 MHz industrial, scientific and 
medical (ISM) band on LoRa and SigFox [46, 47]. 

 Node compromise can occur due to being compromised 
by an attacker performing physical tampering of the IoT 
device. A compromised device is unresponsive and no 
longer interacts with the deployed network. 

(a) Single path used under clear 
conditions. 

(b) Multiple paths used under 
harsh conditions. 

FIGURE 3. Mesh network replying to a location-based query. 

(a) Long-range transmissions by a 
single device under clear 
environmental conditions. 

(b) Long-range transmissions by 
multiple devices under harsh 
conditions. 

FIGURE 4. LPWAN replying to a location-based query. 
 

Mesh node Gateway Mesh node Gateway

Node LPWAN Gateway Node LPWAN Gateway
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 Information related to environmental phenomena, 
tampering incidents, and/or interfering signals are all 
location-dependent and can be potentially obtained via peered 
clouds or via logged historical information when necessary, 
all of which can be translated to a failure probability of the 
IoT device. We model these location-based failure factors in 
Section IV-B. 

IV. PROBLEM DEFINITION AND SOLUTION 
METHODOLOGY 

A. PROBLEM DEFINITION 
Our research problem is to determine the optimal number of 
paths for query/response message passing in an IoT network, 
given a set of input parameters characterizing the operational 
and environmental conditions, such that the deployed IoT 
network lifetime is maximized.  

TABLE I 
NOTATIONS 

Symbol Meaning Type 

A Side length of deployment area (meter) input 

𝑛 Number of deployed IoT nodes input 

𝑛௝ Reachable neighbors per node derived 

𝑟 
Transmission range of IoT technology 
(meter) 

input 

𝐸଴ Initial energy of IoT node (Joule) input 

𝐸௜௡௜௧ Total energy of all IoT nodes (Joule) derived 

𝑆𝐹௦௜௭௘ TSCH Slot Frame size input 

𝑆ௗ௨௥௔௧௜௢௡ TSCH slot duration (ms) input 

𝑆𝐹ௗ௨௥௔௧௜௢௡ TSCH Slot Frame duration (ms) derived 

𝑁௠௦௚ SigFox maximum number of messages 
allowable per device per day 

input 

𝑡௠௦௚ SigFox message transmission duration (ms) input 

𝑁௧௥௔௡௦ Number of repetitive transmissions per 
message 

input 

𝑡௱ Inter-arrival time between messages derived 

 ℎ𝑤௝
௫ Probability of hardware failure of node 𝑗 at 

location 𝑥 
input 

𝑐𝑜𝑚𝑚௝௞
௫  Probability of communication failure of node 

𝑗 at location 𝑥 
input 
(dynamic) 

𝑐𝑜𝑚𝑝௝
௫ Probability of node 𝑗 compromise at location 

𝑥 due to attacker tampering 
input 
(dynamic) 

𝑃𝑓௛௢௣,௝௞
௫  1-hop failure prob. for IoT node 𝑗 located at 

𝑥 
derived 

𝑁௛௢௣௦ Number of hops to reach gateway  derived 

𝐸௦ 
Energy consumption per node in state s 
(Joule) 

derived 

𝑃௦ Power consumption per node in state s (W) derived 

𝐸௅ே 
Energy consumption of TSCH leaf node 
(Joule) 

derived 

𝐸ோே 
Energy consump. of TSCH relay node 
(Joule) 

derived 

𝐸ௌே 
Energy consump. of TSCH sleep node 
(Joule) 

derived 

𝐸௥ௗ 
Redundancy related energy consumption for 
the 𝑖’th query (Joule) 

derived 

𝐸௡௥ௗ 
Non-redundancy related energy consumption 
for the 𝑖’th query (Joule) 

derived 

𝑀௣ # paths used to transmit a report to the 
gateway  

design 

𝑅௤ Reliability of a report derived 

𝑅௥௘௤ Minimum acceptable reliability of a report input 

𝑁௤ 
Expected number of queries/reports that can 
be handled by the system before energy 
depletion 

derived 

𝑀𝑇𝑇𝐹 Lifetime of the IoT cloud output 

 
This research aims to find the best redundancy level in 

terms of the number of paths for query/response message 
passing so it can best balance the tradeoff between energy 
consumption (leading to a shorter lifetime) vs. message 
reliability (leading to a longer lifetime). Table I lists the 
parameters along with their physical meanings and types. A 
parameter is labelled as input, derived, design, or output 
based on its type. Specifically, our design parameter is 𝑀௣ 
(i.e., the number of paths used to transmit a report to the 
gateway), which serves as the decision variable to maximize 
the mean time to failure (MTTF) of the IoT network as the 
only output parameter. Input parameters serve to 
characterize operational and environmental conditions. 
Therefore, given a set of input parameter values specifying 
the operational and environmental conditions as input, our 
optimization model would decide the optimal 𝑀௣ value that 
maximizes the MTTF of the IoT network. Finally, derived 
parameters are those deriving their values from input 
parameters and are hidden from the user who uses our 
optimization model to decide the optimal 𝑀௣ maximizing 
the MTTF of the IoT network. 

As seen in Table I, there are 13 input parameters whose 
values are given as input to our optimization model to be 
executed by a control process sitting in the control center 
cloud. Among the 13 input parameters, 11 parameters are set 
locally by the control process based on design configuration 
settings and protocol specifications and have their values 
predetermined at the system deployment time, namely, 𝐴, 𝑛, 
𝑟 , 𝐸଴ , 𝑆𝐹௦௜௭௘ , 𝑆ௗ௨௥௔௧௜௢௡  , 𝑁௠௦௚ , 𝑡௠௦௚ , 𝑁௧௥௔௡௦ , 𝑅௥௘௤ , and 
ℎ𝑤௝

௫  (described below in IV.A.3 through IV.A.13). The 
remaining 2 parameters namely, 𝑐𝑜𝑚𝑚௝௞

௫  and 𝑐𝑜𝑚𝑝௝
௫, have 

dynamic values and are related to the location-based failure 
factors discussed in the previous section. These 2 dynamic 
parameters can be supplied from the environmental cloud 
and are labeled as dynamic inputs in Table I.  

In case the environmental cloud cannot provide the two 
dynamic parameters due to communication failure, the 
control process predicts their values so that the optimization 
method can continue to run in the control center cloud for 
service continuity without delay. We explain below how the 
two dynamical parameters are assigned values at runtime 
with an algorithm description and two illustrations. 

𝐀𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝟏 Obtain dynamic parameter y 
1: Ask for data regarding y from environmental cloud
2: 𝐢𝐟 ሺreceivedሻ
3: derive y using received data 
4: 𝐞𝐥𝐬𝐞 
5: predict y at the control center 
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The scenario that the environmental cloud can provide the 
values of the two dynamic parameters is shown below in Fig. 
5; it follows the path 1-2-3 in the algorithm description. 

The scenario that the environmental cloud cannot provide the 
values of the two dynamic parameters due to communication 
failure is shown below in Fig. 6; it follows the path 1-2-4-5 in 
the algorithm description. 

Below we explain how the IoT cloud platform can measure 
and parameterize (i.e., give values to) these 13 input 
parameters, starting with the 2 dynamic parameters:  
1. 𝑐𝑜𝑚𝑚௝௞

௫ :  This parameter reflects the probability of 
communication failure of node 𝑗  at location 𝑥  when 
communicating with the next hop neighbor 𝑘 . We 
parameterize it by 1 – LQE where LQE (standing for link 
quality estimator) is an industrial standard measurement 
[48] indicating the quality of a radio link in a location. 
The environmental cloud can measure environmental 
phenomena that have a high correlation with the link 
quality, such as Received Signal Strength Indicator 
(RSSI), Packet Reception Ratio (PRR), signal-to-noise 
ratio (SNR), and signal-to-interference-plus-noise-ratio 
(SINR), and provide location-specific LQE measures, i.e., 
𝐿𝑄𝐸ሺ𝑥ሻ for location 𝑥, to the control center cloud of the 
cloud platform which can compute 𝑐𝑜𝑚𝑚௝௞

௫  as 1 െ
𝐿𝑄𝐸 ሺ𝑥ሻ.  If the environmental cloud cannot provide 
𝑐𝑜𝑚𝑚௝௞

௫  due to communication failure, the control center 
predicts LQE(x) by using a LQE(x) prediction method 
[37][38] which relates LQE(x) to two probability factors: 
background noise 𝑃௡  and received signal strength 𝑃௥ at 
location x. The background noise 𝑃௡ can be modeled by 
the alpha-stable distribution with four parameters which 
can be parameterized (given values) by the control 
process based on the environment information at location 
x of the deployed IoT network. The received signal 
strength 𝑃௥ can be modeled by a log-distance path loss 
model with three parameters which can be parameterized 
by the control process based on the environment 
information at location x and the distance separating two 
communicating nodes reside in the IoT network. This 

distance separating two communicating IoT devices in 
the IoT network is known to the control process because 
the star/mesh topology structure information of the 
deployed IoT network is known before deployment. The 
control process therefore can model both background 
noise 𝑃௡ and received signal strength 𝑃௥ at location x as 
random variables following certain distributions as 
described above. In effect, LQE(x) can be modeled as a 
random variable whose PDF (probability density 
function) is obtained by the convolution of PDFs of 𝑃௡ 
and 𝑃௥. With the PDF of LQE(x) in hand, the controller 
can simply predict 𝑐𝑜𝑚𝑚௝௞

௫  at runtime as 1 െ
 𝐸ሾ𝐿𝑄𝐸ሺ𝑥ሻሿ where 𝐸ሾ𝐿𝑄𝐸ሺ𝑥ሻሿ is the expected value of 
the 𝐿𝑄𝐸ሺ𝑥ሻ random variable. 

2. 𝑐𝑜𝑚𝑝௝
௫:  This parameter reflects the security failure 

probability of node 𝑗 at location 𝑥 due to capture attacks 
(theft or device tampering so a device is compromised and 
does not perform the intended functions). It can be 
measured by the environmental cloud by leveraging 
Geographic Information System (GIS)-based crime 
mapping tools and applications [31, 32] which provide 
the number of incidents logged in a location 𝑥 over a time 
period with which the security failure rate at a location 
can be derived. With the information of security failure 
rate for node 𝑗  at location 𝑥  known, the environmental 
cloud can parameterize 𝑐𝑜𝑚𝑝௝

௫  as the insecurity of the 

sensor. That is, 𝑐𝑜𝑚𝑝௝
௫ ൌ 1 െ 𝑒ି஼஺ೕ

ೣ௧ where 𝐶𝐴௝
௫ is the 

security failure rate of node 𝑗  at location 𝑥  in the IoT 
network measured by the environment clouds and 𝑡 is the 
elapsed time since deployment. If the environmental 
cloud cannot provide 𝑐𝑜𝑚𝑝௝

௫  due to communication 
failure, the control process predicts it by modeling the 
security failure time of node j as a random variable 
following the exponential distribution with rate 𝐶𝐴௝

௫, 
such that 𝑐𝑜𝑚𝑝௝

௫  at current time 𝑡ᇱ is predicted as 

𝐹ሺ𝑡ᇱሻ ൌ 1 െ 𝑒஼஺ೕ
ೣ ∗௧ᇱ where F is the cumulative 

distribution function of failure time and 𝐶𝐴௝
௫  is the 

estimated security failure rate of node j based on the 
environment information at location x prior to 
deployment time. 

3. ℎ𝑤௝
௫: The parameter reflects the probability of hardware 

failure of node 𝑗 at location 𝑥. An IoT device equipped 
with sensors such as a Bloomsky, RainWise, or Ambient 
Weather 1002 (all of which are manufactured personal 
weather stations [42] for measuring temperature, 
humidity, wind speed, rainfall, and solar radiation) at the 
time of market release come with a manufacture 
documented “hardware failure rate” which is an industrial 
standard measurement [48], allowing a buyer to have 
some idea about how long a sensor will last. Furthermore, 
since there are many different types of sensors being 
manufactured with different sensing functions in mind, 
each sensor was thoroughly tested in a specific 
environment in which the sensor will likely be deployed. 
The specific sensor testing environment published maps 

Control Center 
performing optimizationEnvironmental cloud(s)

(11 parameters already here)

2 parameters 

Control Center 
performing optimization

Environmental cloud(s) (11 parameters already here)

Communication
failure of the 2 
parameters 

(2 parameters will be
estimated / predicted)

+

FIGURE 5. Control center successfully receiving dynamic parameters.

FIGURE 6. Control center predicting the dynamic parameters due to 
failure of communicating with environmental cloud. 
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to the location of a deployed sensor. Thus, with the 
hardware failure rate and the manufacturer’s published 
sensor testing environment , one can parameterize ℎ𝑤௝

௫ 
as the hardware unreliability of the sensor. That is, 

ℎ𝑤௝
௫ ൌ 1 െ 𝑒ିுೕ

ೣ௧ following the exponential failure law 
[48]  where 𝐻௝

௫ is the published hardware failure rate of 
node 𝑗 with the sensor testing environment matching the 
sensor’s location 𝑥 in the IoT network and 𝑡 is the elapsed 
time since deployment. 

4. 𝐴: The perimeter of the operating area of the IoT network. 
We parameterize it to 1 km for TSCH according to [36] 
and to 10 km for SigFox according to [14, 15] . 

5. 𝑛:  The parameter defines the number of IoT devices 
deployed in the IoT network. We parameterize it to 50 for 
TSCH according to [5]  and to 10 for SigFox [14, 15] . 

6. 𝑟: The parameter reflects the radio transmission range. 
We parameterize it to be in the range of ሾ70𝑚, 200𝑚ሿ 
reflecting the TSCH technology [36]. 

7. 𝐸଴: The initial energy of an IoT device. We parameterize 
it to 13.5 kilojoules (KJ) which corresponds to an IoT 
device with an energy of two AAA batteries as adopted in 
[16].  

8. 𝑆𝐹௦௜௭௘: The parameter defines the TSCH frame size. We 
parameterize it to 100 according to [36]. 

9. 𝑆ௗ௨௥௔௧௜௢௡: The parameter defines the TSCH slot duration. 
We parameterize it to 15 ms according to [36]. 

10. 𝑁௠௦௚:  The parameter defines the maximum SigFox 
messages allowable per device per day. We parameterize 
it to 140 according to the SigFox standard [15, 16]. 

11. 𝑡௠௦௚:  The SigFox message transmission duration. We 
parameterize it to 2.08 sec according to [15, 16]. 

12. 𝑁௧௥௔௡௦ : The number of repetitive transmissions per 
SigFox message. We parameterize it to 3 according to 
[15, 16]. 

13. 𝑅௥௘௤: The minimum reliability of a report below which 
the IoT network service is not sustainable because critical, 
timely reports cannot be delivered reliably. It is a system 
requirement. We parameterize it to [0.9, 0.9999999] to 
model a varying range of reliability requirement [48].  

At system deployment time, the control center estimates the 
values of  𝑐𝑜𝑚𝑚௝௞

௫  for all pairs (𝑗,𝑘) and 𝑐𝑜𝑚𝑝௝
௫ for all 𝑗’s at 

location 𝑥  for the IoT network (following parameterization 
techniques discussed in IV.A.1 and IV.A.2 above 
respectively). Once the control process receives an updated 
value for these parameters, it replaces old stored values with 
the new values (see Fig. 2) reactively, based on environmental 
cloud value update messages. However, 𝑐𝑜𝑚𝑚௝௞

௫  and 𝑐𝑜𝑚𝑝௝
௫ 

do not need to be updated frequently because communication 
link and node security failures are expected to happen 
infrequently compared to the deployed IoT star/mesh message 
transmission requests. Therefore, the control process can 
apply existing stored values as inputs into the optimization 
model for a large number of message transmission requests 
before an update to these dynamic parameters is received. 
 

B.  SOLUTION METHODOLOGY: BUILDING AN 
OPTIMIZATION MODEL TO MAXIMIZE IOT NETWORK 
LIFETIME 
Our solution methodology lies in formulating an optimization 
model that can determine the optimal number of paths for 
query/response message passing to maximize the IoT network 
lifetime when given a set of input parameters characterizing 
the operational and environment conditions, as described in 
Fig. 7. We formulate the optimization problem using an INLP 
technique based on TSCH and SigFox IoT technologies for the 
mesh network and LPWAN star network, respectively. Below 
we describe how we model location-based failure, query 
reliability, general energy consumption, TSCH energy 
consumption, SigFox energy consumption, and the 
formulation of the optimization model. 

1)  LOCATION-BASED FAILURE 
The probability of an IoT node to communicate successfully 
with its peer is dependent upon its location. We consider 
hardware failure, communication failure, and node 
compromise as location-based factors that determine the 
failure probability of of a node 𝑗  at a location 𝑥  to relay a 
report towards the control center.   

The clouds can measure environmental phenomena that 
have a high correlation with link quality estimators, such as 
RSSI, PRR, SNR, SINR, in order to derive a link quality 
estimate, 𝐿𝑄𝐸  [49]. The 𝐿𝑄𝐸  is technology-dependent and 
can be further influenced by many factors, such as interference 
[46]. Using the 𝐿𝑄𝐸  of location 𝑥  obtained from peered 
clouds, the control center can then derive the probability of 
failure of an IoT node 𝑗 at location 𝑥 to send a report to node 
𝑘 due to communication failure, which can be expressed as:  

𝑐𝑜𝑚𝑚௝௞
௫ ൌ 1 െ 𝐿𝑄𝐸௝௞

௫  (1) 

where 𝐿𝑄𝐸௝௞
௫  is the measured quality link estimator 

obtained from the environment cloud. In the case where 
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FIGURE 7. Optimization model for IoT lifetime. 
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𝐿𝑄𝐸௝௞
௫  cannot be obtained then the controller simply predicts 

it using 𝐸ሾ𝐿𝑄𝐸ሺ𝑥ሻሿ  (as discussed in Section IV.A). The 
hardware failure of an IoT node 𝑗 at location 𝑥, ℎ𝑤௝

௫, is also 
dependent upon its physical surroundings, including 
environmental effects. Finally, an IoT node is susceptible to 
tampering, compromise and theft which can be derived from 
statistics regarding the geographic area of deployment and the 
probability of being compromised due the susceptibility is 
denoted by 𝑐𝑜𝑚𝑝௝

௫ . Thus, we derive a 1-hop failure 
probability for an IoT node located at 𝑥 based on the location-
based failure factors as: 
 
𝑃𝑓௛௢௣,௝௞

௫ ൌ 1 െ ൫1 െ  ℎ𝑤௝
௫൯൫1 െ 𝑐𝑜𝑚𝑚௝௞

௫ ൯൫1 െ 𝑐𝑜𝑚𝑝௝
௫൯ (2)  

2)  QUERY RELIABILITY 
Given that an IoT node can forward its report via any of its 𝑛௝ 
neighbors, we derive the probability of success to send to at 
least one next hop neighbor: 

𝜃௝ ൌ 1 െ ∏ 𝑃𝑓௛௢௣,௝௞
௡ೕ
௞ୀଵ  (3) 

A report is sent over a path consisting of multiple hops 
until it is finally delivered to a gateway node which is in 
contact with the control center. The success probability of 
sending over a single path 𝑖 to the control center is: 

𝜃௣௔௧௛,௜ ൌ ቀ ∏ 𝜃௝
ே೓೚೛ೞିଵ
௝ୀଵ ቁ ൈ ൫1 െ 𝑃𝑓௛௢௣,௝௞൯ (4) 

where ቀ ∏ 𝜃௝
ே೓೚೛ೞିଵ
௝ୀଵ ቁ is the probability of success to relay 

the message over 𝑁௛௢௣௦ െ 1 , and  ൫1 െ 𝑃𝑓௛௢௣,௝௞൯  is the 
success to send to the final node over the final hop (i.e. to the 
gateway node). The number of neighbors 𝑛௝  is based on 

deployment density 𝜆 ൌ(
௡௢ௗ௘௦

௔௥௘௔
 ). Since the message is being 

relayed towards a direction (e.g. quadrant 𝑓 ൌ
ଵ

ସ
), then 𝑛௝ 

approximately equals  𝑓𝜆𝜋𝑟ଶ  , where 𝑟  is the transmission 
range of the nodes, which is technology dependent. For TSCH 
mesh networks, we consider a deployment where multiple 
gateways exist and the distance between a mesh node to its 
nearest gateway is about the same for every node in the system 
so there is a balance of energy consumption and packet 
transmission time delay for every node in the system. Hence, 
the average number of hops, 𝑁௛௢௣௦, between a mesh node and 
a gateway node is roughly equal to this distance divided by the 
radio range. For SigFox or LoRa LPWAN star topology 
network, each node uses a single-hop long-range wireless 
transmission to communicate with its nearest gateway in 
which case 𝑁௛௢௣௦ ൌ 1.  

To increase the probability of a report from location 𝑥 
being delivered to the control center at a given reporting 
interval, many IoT nodes deployed in location 𝑥 may send 
their individual reports over separate paths to reach the 
gateway node. The failure probability of all sources to deliver 
the data to the control center is derived by: 

𝑄௙ ൌ ∏ ሺ1 െ 𝜃௣௔௧௛,௜ሻ
ெ೛
௜ୀଵ  (5) 

where 𝑀௣ is the set of paths for multipath routing from an IoT 
device to its nearest gateway; it is a decision variable to be 
determined from our INLP network lifetime optimization 
model. It follows that the reliability is: 

𝑅௤ ൌ 1 െ 𝑄௙ (6) 

In the case where single-hop long-range wireless 
transmission is used in a star topology (e.g., SigFox [14] and 
LoRa [46] LPWAN technologies), we can use multiple source 
node devices located in the same region to transmit directly to 
the control center 𝑘 over a single path, giving a total of 𝑀௣ 
paths. Thus, the reliability can be rewritten by: 

𝑅௤ ൌ 1 െ ∏ 𝑃𝑓௛௢௣,௜௞
ெ೛
௜ୀଵ  (7) 

where 𝑃𝑓௛௢௣,௜௞ is the failure probability to transmit directly 
to the control center 𝑘 over a single path 𝑖 (where each path 
consists of a single long range hop). 

3)  GENERAL ENERGY CONSUMPTION 
Energy consumption is dependent upon a chosen IoT wireless 
technology and associated topology which in turn is based on 
the application requirements. We follow the generic approach 
used in [16, 35] to consider the energy consumption by an IoT 
device, which is estimated based on the time spent in each of 
the 𝑇𝑥, 𝑅𝑥, 𝑆𝑙𝑒𝑒𝑝, or 𝐼𝑑𝑙𝑒 states. In these models the energy 
consumed per state is based on the form  𝑡௦ ൈ 𝑃௦ where 𝑡௦ is 
the time spent in state 𝑠  and 𝑃௦  is the power consumption 
when in state 𝑠. We normalize the energy consumption over 
𝑁௤ application reports. Denote the total energy of the system 
at deployment by 𝐸௜௡௜௧, obtained by: 

𝐸௜௡௜௧ ൌ ∑ 𝐸௤,௜
ே೜
௜ୀଵ  (8) 

where 𝐸௤,௜ is the total energy spent by all the deployed nodes 
between time of query 𝑖 and time of query 𝑖 ൅ 1. We consider 
that this time between sending successive queries is the same, 
and is denoted by the query interval (𝑡௱ሻ.   

Let 𝐸௥ௗ,௜  be the redundancy-related energy consumption 
by 𝑛 nodes, and 𝐸௡௥ௗ,௜ is the non-redundancy related energy 
consumption for the 𝑖 ’th query. 𝐸௤,௜ , 𝐸௥ௗ,௜ , and 𝐸௡௥ௗ,௜  are 
given by: 

𝐸௤,௜ ൌ 𝐸௥ௗ,௜ ൅ 𝐸௡௥ௗ,௜ (9) 

𝐸௥ௗ,௜ ൌ 𝑀௣ ൈ 𝑁௛௢௣௦ ൈ ሺ𝐸்௫,௜ ൅ 𝐸ோ௫,௜ሻ (10) 

𝐸௡௥ௗ,௜ ൌ 𝑛 ൈ ∑ 𝐸௦,௜௦   , 𝑤ℎ𝑒𝑟𝑒 𝑠 𝜖 ሼ𝑇𝑥, 𝑅𝑥, 𝑖𝑑𝑙𝑒, 𝑠𝑙𝑒𝑒𝑝ሽ  (11) 

Eq. (10) accounts for the energy consumption required for 
reporting a single report utilizing 𝑀௣ paths and an average of 
𝑁௛௢௣௦  to reach a gateway node. 𝐸௜,்௫  and 𝐸௜,ோ௫  are the total 
energy spent for the transmission and reception of a single data 
packet over one hop in the 𝑖’th reporting interval, respectively. 
Eq. (11) explains the ongoing general energy consumption 
required by all IoT nodes in the system for the control and 
management of the network, in addition to the energy required 
for reporting. We measure this energy consumption per node 
attributed to transmission, reception, idle and sleep states 
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denoted by 𝐸்ೣ ,௜, 𝐸ோೣ,௜, 𝐸௜ௗ௟௘,௜, and 𝐸௦௟௘௘௣,௜ , respectively. The 
amount of energy per state and its applicability is dependent 
upon the multi-hop technology. For single-hop long-range IoT 
transmission technologies, we set 𝑁௛௢௣௦ ൌ 1, and omit the 
receiving energy consumption of the receiving device at the 
control center since it is electricity powered (as opposed to 
battery).   Thus, 𝐸௥ௗ,௜, the redundant energy consumed by node 
𝑖 is estimated by: 

𝐸௥ௗ,௜ ൌ 𝑀௣ ൈ 𝐸்ೣ ,௜ (12) 

4)  TSCH ENERGY CONSUMPTION 
To analyze the energy consumption of a deployed TSCH 
network, we distinguish each node based on its role in the 
propagation of a query to the gateway node in a mesh network. 
Fig. 8 illustrates the example of a TSCH network in operation 
where leaf nodes sense environment characteristics and 
propagate messages to relay nodes. Relay nodes relay the 
messages over multiple hops to finally reach a gateway node. 
Sleep nodes do not participate in the message passing of the 
query; but we consider the energy consumption during the 
sleep time. Our model considers a TSCH schedule where 𝑛 
nodes alternate the roles between leaf, relay, and sleep in order 
to fully cover the deployment area [35, 36]. 

Each leaf, relay, or sleep node consumes energy of 
𝐸௅ே, 𝐸ோே, or 𝐸ௌே,  respectively. To this end, we adjust Eq. (10) 
and Eq. (11) by: 

𝐸௥ௗ ൌ 𝑀௣ ൈ ሺ𝐸௅ே ൅ ሺ𝑁௛௢௣௦ െ 1ሻ ൈ 𝐸ோேሻ (13) 

𝐸௡௥ௗ ൌ ሾ𝑛 െ ሺ𝑀௣ ൈ 𝑁௛௢௣௦ሻሿ ൈ 𝐸ௌே (14) 

The IEEE 802.15.4e TSCH mode has 7 types of time slots 
[12] which occupy the slot frame  𝜖 ሼ𝑇𝑥𝐷𝑎𝑡𝑎𝑅𝑥𝐴𝑐𝑘 , 
𝑅𝑥𝐷𝑎𝑡𝑎𝑇𝑥𝐴𝑐𝑘 , 𝑇𝑥𝐷𝑎𝑡𝑎 ,  𝑅𝑥𝐷𝑎𝑡𝑎 , 𝑅𝑥𝐼𝑑𝑙𝑒 , 𝑆𝑙𝑒𝑒𝑝 , 
𝑇𝑥𝐷𝑎𝑡𝑎𝑅𝑥𝑁𝑜𝐴𝑐𝑘ሽ . Each type of node consumes energy 
based on the allocated combination of these slot types within 
its slot frame schedule [36] as: 

𝐸𝐿𝑁 ൌ 𝐸𝑅𝑥𝐼𝑑𝑙𝑒 ൅ 𝐸𝑇𝑥𝐷𝑎𝑡𝑎𝑅𝑥𝐴𝑐𝑘 ൅ 𝐸𝑆𝑙𝑒𝑒𝑝 ൈ ሺ𝑆𝐹𝑠𝑖𝑧𝑒 െ 2൯ (15) 

𝐸ோே ൌ 𝐸ோ௫஽௔௧௔்௫஺௖௞ ൅ 𝐸்௫஽௔௧௔ோ௫஺௖௞ 

൅𝐸ௌ௟௘௘௣ ൈ ሺ𝑆𝐹௦௜௭௘ െ 2ሻ (16) 

𝐸ௌே ൌ 𝐸ோ௫ூௗ௟௘ ൅ 𝐸ௌ௟௘௘௣ ൈ ሺ𝑆𝐹௦௜௭௘ െ 1ሻ (17) 

  

A single time slot has a fixed duration and is composed of 
several states each with varying CPU and Radio states, and 
varying durations, all of which determine the overall energy 
consumption for a time slot. We illustrate this in Fig. 9 where 
in the example schedule, the second time slot is of type 
𝑇𝑥𝐷𝑎𝑡𝑎𝑅𝑥𝐴𝑐𝑘  composed of many states which run in 
succession, one of which is 𝑇𝑥𝐷𝑎𝑡𝑎  responsible for data 
transfer which runs with CPU and Radio in Sleep and 𝑇𝑥 
states, respectively. Thus, the energy consumed per state  
follows  𝑡௦ ൈ 𝑃௦ where 𝑡௦ is the time spent in the state and 𝑃௦ 
is the power consumption based on both CPU and Radio for 
the given state [35]. A slot frame has a bounded size of time 
slots denoted by 𝑆𝐹௦௜௭௘  where each time slot has a fixed 
duration of 𝑆ௗ௨௥௔௧௜௢௡ , thus resulting in the slot frame 
duration  𝑆𝐹ௗ௨௥௔௧௜௢௡  being equal to 𝑆𝐹௦௜௭௘ ൈ 𝑆ௗ௨௥௔௧௜௢௡ . The 
full composition of states per time slot is beyond the scope of 
this paper and can be found in [12, 36]. 

 

5)  SIGFOX ENERGY CONSUMPTION 
In SigFox [14], a message transmission is repeated 3 times 
( 𝑁௧௥௔௡௦ =3) to increase the probability of delivery at the 
receiver where each message is transmitted with a duration of 
𝑡௠௦௚  and consuming 𝑃்௫  power needed for SigFox 
transmission [35]. The energy needed to transmit a Sigfox 
message is captured by: 

𝐸௥ௗ ൌ 𝑀௣ ൈ 𝑡௧௥௔௡௦ ൈ 𝑃்௫ (18) 

where 𝑡௧௥௔௡௦ ൌ 𝑁௧௥௔௡௦ ൈ 𝑡௠௦௚ and is the total transmission 
duration per message. The time interval between sending 
SigFox messages, 𝑡௱, is derived from the maximum number of 
messages allowable per device which is 140-message per day 
and is imposed by regulation [14, 16]. We can derive the 
remaining time in which reporting devices are in sleep mode 
in addition to the energy consumed by non-reporting devices 
which were set to sleep mode by the control center as follows: 

𝐸௡௥ௗ ൌ 𝑛௥௘௣ ൈ ሺ𝑡௱ െ 𝑡௧௥௔௡௦ሻ ൈ 𝑃ௌ௟௘௘௣ 

൅𝑛௡௥௘௣ ൈ ሺ𝑡௱ሻ ൈ 𝑃ௌ௟௘௘௣  (19) 

where the total number of nodes 𝑛 ൌ 𝑛௥௘௣ ൅ 𝑛௡௥௘௣ . We 
assume that the control center can alternate nodes between 
active (reporting) and sleep (non-reporting) states such that 
fair energy consumption is achieved among the Sigfox 
devices. 
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FIGURE 9. TSCH composition of time slots within a slot frame of size

𝑺𝑭𝒔𝒊𝒛𝒆=100. 

FIGURE 8. An example TSCH network in operation: relay nodes 
propagating messages from leaf nodes to a gateway. 
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6)  FORMULATION OF OPTIMIZATION MODEL  
Equation 20 below formulates the MTTF objective function of 
our optimization model. This objective function depends on 
two parameters 𝑅௤ and 𝑁௤ which are derived by the reliability 
and energy models respectively. 𝑅௤ is in Eq. 7 following the 

derivation of Eqs. 1-6.  𝑁௤ ൌ
ா೅೚೟

ா೜
 depends on the 𝐸௤ 

parameter which is given in Eq. 9 following the derivation in 
Eqs. 10-19. Our optimization model formulation is also shown 
at a high level in Fig. 7. Essentially, our INLP optimization 
model aims to optimize the MTTF objective function, which 
in turn depends on how 𝑅௤ and 𝑁௤ are derived in Eqs. 1-19. 
Based on the notations introduced in Section IV, our objective 
is formulated by: 

Maximize             𝑀𝑇𝑇𝐹 ൌ
ோ೜൬ଵିோ೜

ಿ೜൰

ଵିோ೜
 (20) 

where MTTF refers to Mean Time To Failure, where reliability 
(derived from Eq. (6) or (7)) is estimated by 𝑅௤ ൌ 1 െ

∏ 𝑄௙ሺ𝑝ሻ௣∈ெ೛ , and  𝑁௤ ൌ
ா೅೚೟

ா೜
 is the expected number of 

queries that can be handled by the system given the total 
energy 𝐸்௢௧ and average energy consumption per query 𝐸௤ ൌ
𝐸௥ௗ ൅ 𝐸௡௥ௗ  (see Eq. (9)). Equation (20) is derived from an 
equivalent form of: 

𝑀𝑇𝑇𝐹 ൌ  ෍ 𝑖 ∗ ൫𝑅௤
   ௜൯ ∗ ൫1 െ 𝑅௤൯

ே೜ିଵ

௜ୀଵ

൅ 𝑁௤𝑅௤
ே೜ 

The term 𝑖 ∗ ൫𝑅௤
   ௜൯ ∗ ൫1 െ 𝑅௤൯ in the above equivalent MTTF 

formulation accounts for the probability of the system being 
able to successfully execute 𝑖 consecutive queries but failing 

the ሺ𝑖 ൅ 1ሻ௧௛ query. The second term 𝑁௤𝑅௤
ே೜  is for the best 

case in which all queries are processed successfully without 
experiencing any failure for which the system will have the 
longest lifetime span. 
The constraints are given by: 

𝑅௤ ൒ 𝑅௥௘௤ (21) 

where 𝑅௥௘௤ is a constant representing the minimum acceptable 
reliability level for the system. 

|𝑀௣| ൌ ∑ 𝑚ሺ𝑝ሻ௣∈௉ ൒ 1 (22) 

𝑚ሺ𝑝ሻ ൌ 0 𝑜𝑟 1 (23) 

where 𝑀௣ is the set of active paths of the system, and 𝑚ሺ𝑝ሻ is 
a binary decision variable such that if 𝑚ሺ𝑝௜ሻ ൌ 1 then 𝑝௜ ∈
𝑀௣. The constraint in Eq. (22) ensures that one path is always 
and at least selected, to avoid division by zero when 
calculating 𝑁௤. 

Thus the system lifetime 𝑀𝑇𝑇𝐹  is dependent on the 
expected number of queries 𝑁௤ and the reliability provided for 
the queries 𝑅௤  based on the number of 𝑀௣  paths chosen, 
where 𝑁௤  and 𝑅௤  are dependent on the energy model and 
reliability model respectively. 

 

V. PERFORMANCE EVALUATION 
In this section, we present numerical results to evaluate the 
INLP optimization model for both TSCH and SigFox using 
the mathematical programming tool, GAMS [50]. Table II and 
Table III show the main parameter values when running the 
model for TSCH and SigFox, respectively. For both TSCH 
and SigFox, we consider nodes with 13500 Joules which 
correspond to two AAA batteries. For a TSCH, other state 
parameters, including the time slot durations and timing 
constants, are used as in the OpenWSN MAC layer 
implementation of IEEE 802.15.4e TSCH [12, 36]. We 
consider the consumption values of using a CC2538 2.4 GHz 
radio for TSCH nodes as adopted and validated in [36]. The 
SigFox parameters are derived from the protocol specification 
as found in [14, 15]. 

TABLE II 
PARAMETERS AND THEIR VALUES FOR THE TSCH PERFORMANCE 

EVALUATION 
Name Value Name Value 

𝐴𝑟𝑒𝑎 1km ൈ 1km MTU 127 Bytes 

n 50 𝑆𝐹௦௜௭௘ 100 

𝑅௥௘௤ ሾ0.9, 0.9999999ሿ 𝑆ௗ௨௥௔௧௜௢௡ 15 ms 

𝑃𝑓௛௢௣ ሾ0.1, 0.00001ሿ 𝑆𝐹ௗ௨௥௔௧௜௢௡ 1500 ms 

𝐸଴ 13.5 KJ 𝑡௱ 1500 ms 

𝑟 [70m, 200m] 𝑛௝ [1, 𝑟 ൈ
௡

஺௥௘௔
] 

 
TABLE III 

PARAMETERS AND THEIR VALUES FOR THE SIGFOX PERFORMANCE 

EVALUATION 
Name Value Name Value 

𝐴𝑟𝑒𝑎 10km ൈ 10km MTU 12 Bytes 

n 10 𝑁௠௦௚ 140 / day 

𝑅௥௘௤ ሾ0.9, 0.9999999ሿ 𝑡௠௦௚ 2.08 sec 

𝑃𝑓௛௢௣ ሾ0.1, 0.00001ሿ 𝑁௧௥௔௡௦ 3 

𝐸଴ 13.5 KJ 𝑡௱ 
ሺ3600 sec
ൈ 24ሻ/𝑁௠௦௚ 

 
Figs. 10 and 11 show the optimal number of paths 𝑀௣ 

required to maximize MTTF while satisfying the reliability 
constraints of the query message by running the model using 
the TSCH and SigFox parameters and their values in Tables II 
and III, respectively. In both Figs. 10 and 11, we first observe 
that for a given single hop failure probability, 𝑃𝑓௛௢௣,  there 
exists an optimal 𝑀௣. 
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FIGURE 10. MTTF vs. 𝑴𝒑 with varying single hop failure for TSCH. 
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FIGURE 11. MTTF vs. 𝑴𝒑 with varying single hop failure for SigFox 

 
We also find that as 𝑃𝑓௛௢௣  increases, the optimal 𝑀௣ 

increases. If 𝑀௣′ is chosen such that 𝑀௣′ < optimal 𝑀௣, then 
the resulting MTTF using 𝑀௣′ denoted by 𝑀𝑇𝑇𝐹ሺ𝑀௣

ᇱ ሻ is < 
𝑀𝑇𝑇𝐹ሺoptimal 𝑀௣ሻ  because using a lower 𝑀௣ than the 
optimal 𝑀௣  results in lower MTTF caused by lowering the 
reliability of the query. Furthermore, using 𝑀௣′ > optimal 𝑀௣ 
similarly leads to 𝑀𝑇𝑇𝐹ሺ𝑀௣′ ) < 𝑀𝑇𝑇𝐹ሺoptimal 𝑀௣ሻ 
because of the wasted energy of the TSCH and SigFox 
networks that use more redundant paths. 

Fig. 12 shows the results of running the model for a SigFox 
using the parameters in Table III. We find that the optimal 
𝑀௣(denoted by 𝑀௣

௢௣௧) increases as the single hop long-range 
failure probability 𝑃𝑓௛௢௣  increases. This is to cope with 
environmental effects, compromise of attackers, and hardware 
failure as sensed and shared by the IoT overlay. A similar trend 
can be observed for TSCH although we omit the discussion 
for brevity. Fig. 13 shows the effect of changing the reliability 
constraint 𝑅௥௘௤ on the optimal decision variable 𝑀௣

௢௣௧ and the 
resulting 𝑀𝑇𝑇𝐹. Notice that 𝑅௥௘௤ starts to affect the optimal 
𝑀௣ only after it is greater than a certain reliability value. This 
is because the reliability constraint is a non-binding constraint 
for lower values. Once it becomes binding, it results in 
lowering the 𝑀𝑇𝑇𝐹  value while 𝑀௣  is non-decreasing in 
𝑅௥௘௤. This further can be more clearly shown in Table IV. We 
observe that higher 𝑃𝑓௛௢௣ values result in the constraint taking 

effect and changing 𝑀௣
௢௣௧ at lower 𝑅௥௘௤ values. 

 
 
 

 
We note here that 𝑃𝑓௛௢௣ in SigFox represents the failure 

probability of the total single hop link between the device and 
the gateway, whereas 𝑃𝑓௛௢௣  in the TSCH represents the 
failure probability of a single hop along the multihop path 
between the device and the gateway. 

 
TABLE IV 

EFFECT OF 𝑅௥௘௤ ON 𝑀௣
௢௣௧

 FOR A SIGFOX 

 𝑅௥௘௤ 

0.999  0 .9999 0.99999  0.999999 0.9999999

 
𝑃𝑓௛௢௣

0.01 3 3 3  3  4

0.1 5 5 5 6 7 

0.2  7  7  8  9  10 

 
Unlike SigFox, the TSCH relies on a TSCH schedule to 

transmit between a single device to one of the 𝑛௝  neighbors 
(see Eq. (3)), and thus the resulting optimal redundancy is also 
a factor of the available neighboring nodes based on the 
density of the deployment, 

௡

஺௥௘௔
, and assigned schedule all of 

which effect 𝑅௤ in the objective function. There are cases in 
which limiting the chosen 𝑀௣  to a maximum number is 
required by the used technology or by the application 
requirements. In order to restrict the number of reporting 
nodes to maintain the accuracy of reporting about 𝑥 , a 
constraint could be added. Given a deployment density of 𝜆 
and a geo-casted circular area of 𝐴 ൌ 𝜋ሺ𝑟௚ሻଶ where 𝑟௚ is the 
radius, we set 𝑀௣

௠௔௫ = 𝜆 ൈ  𝐴  to determine the maximum 
allowable number of reporting sources, and then the constraint 
is: 

|𝑀௣| ൌ ∑ 𝑚ሺ𝑝ሻ௣∈௉ ൑ 𝑀௣
௠௔௫ (24) 

This can also be enforced if the mesh network, for example, 
can handle at most 𝑀௣

௠௔௫  paths due to protocol, density, or 
connectivity constraints.  

Fig. 14 compares the optimal decision variable 𝑀௣
௢௣௧ for a 

TSCH in the original INLP vs. in a max-path enforced INLP 
with varying 𝑃𝑓௛௢௣ values and 𝑀௣

௠௔௫= 6. As the single hop 

failure probability  𝑃𝑓௛௢௣  increases, 𝑀௣
௢௣௧   increases while 

MTTF decreases for the original INLP. However, for the max-
path enforced INLP, for higher 𝑃𝑓௛௢௣ values, the constraint in 
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FIGURE 12. Optimal decision variable 𝑴𝒑
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long-range failure 𝑷𝒇𝒉𝒐𝒑 for SigFox. 
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Eq. (24) becomes a binding constraint and 𝑀௣
௢௣௧ ൌ 𝑀௣

௠௔௫= 6. 
As a result, MTTF decreases rapidly, compared to the original 
case. Therefore, under limited path choices for an area, and for 
relatively high single hop failure circumstances, MTTF could 
severely be compromised for a given 𝑅௥௘௤ level. To ascertain 
the correctness of the results of our INLP model, we compare 
the resulting optimal MTTF (under 𝑀௣

௢௣௧ሻwith the maximum 
MTTF from an exhaustive search (ES) computational 
procedure enumerating over all possible decision variable 
values and logging the resulting MTTF.  Figs. 15 and 16 show 
this comparison for the TSCH and SigFox, respectively. 

FIGURE 14. MTTF and optimal decision variable 𝑴𝒑
𝒐𝒑𝒕for varying the single 

hop failure probability 𝑷𝒇𝒉𝒐𝒑 for a TSCH in the original INLP vs. in a max-
path enforced INLP when adding the constraint in Eq. (24) to the INLP 
model, assuming 𝑴𝒑

𝒎𝒂𝒙= 6.  

 
 
 
 
 

The result of running the INLP model identifies the 
optimal MTTF through the optimal decision variable 𝑀௣

௢௣௧ 
whereas all other MTTF values (non-optimal) are obtained 
from ES for the analysis and comparison purposes. Notice that 
the INLP model finds 𝑀௣

௢௣௧ (columns denoted by * in Figs. 15 
and 16), which matches the best 𝑀௣  value found by ES, 
showing the maximum MTTF (columns denoted by ◊ in Figs. 
15 and 16).  

For TSCH, Fig. 17 shows the performance comparison 
results in terms of the IoT network lifetime obtained under our 
INLP model with that under a baseline energy model 
introduced by Vilajosana et al. [13] which does not consider 
finding the best redundancy level based on the reliability of 
the deployed environment. We run both models using the 
same set of parameter values listed in Table II with both 
models consuming energy based on the same CC2538 2.4 
GHz radio hardware [36]. Since both models follow IEEE 
802.15.4e TSCH, initially they behave the same under 
identical consumption specifications given the same TSCH 
composition of time slots. 

When the single hop failure probability 𝑃𝑓௛௢௣is low (e.g. 
1.0E-09), our INLP model chooses a low 𝑀௣value to reduce 

energy consumption ( 𝑀௣
௢௣௧ =1) which happens to be the 

default value chosen by the baseline model as it does not 
consider the single hop failure probability in the deployed 
environment (always sets 𝑀௣ ൌ 1ሻ. As the single hop failure 

increases, our INLP model increases 𝑀௣
௢௣௧ to maximize the 

message reliability to the gateway, while the baseline model 
continues to use the default value of 1 for 𝑀௣

௢௣௧, resulting in a 
lower lifetime. We conclude that our INLP model outperforms 
the baseline energy model introduced by Vilajosana et al. [13]. 
We attribute the superior performance of our model to its 
ability of identifying 𝑀௣

௢௣௧ that maximizes the message 
reliability in response to changes in the single hop failure 
probability, 𝑃𝑓௛௢௣. 

For SigFox, Fig. 18 shows the performance comparison 
results of our INLP model with that under a baseline energy 
model by Morin et al. [16]. Like their model, we only focus on 
𝑇𝑥 and 𝑆𝑙𝑒𝑒𝑝 energy consumption. We run both models using 
the same set of parameter values of Table III. For fair 
comparison, we disregard the energy leakage of 5% per year 
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𝒐𝒑𝒕and the 

maximum MTTF found by ES through exhaustive search are marked by
symbols * and ◊, respectively. 
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𝒐𝒑𝒕for varying single hop failure 𝑷𝒇𝒉𝒐𝒑. 

FIGURE 16. MTTF vs. 𝑴𝒑 for SigFox under exhaustive search (ES) vs. INLP

with varying 𝑷𝒇𝒉𝒐𝒑.  The optimal MTTF found by INLP through 𝑴𝒑
𝒐𝒑𝒕and the 

maximum MTTF found by ES through exhaustive search are marked by
symbols * and ◊, respectively.  
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in their model as well as the cutoff voltage when the residual 
energy reaches 10% of 𝐸଴ [16]. We observe identical energy 
consumption of a single SigFox message due to similar 
configuration. More importantly, the SigFox comparison 
results exhibit the same trend. That is, our INLP SigFox model 
produces a higher system lifetime than [16] as the 𝑃𝑓௛௢௣ 

increases, due to its ability to identify 𝑀௣
௢௣௧ that maximizes the 

system lifetime in response to changes in 𝑃𝑓௛௢௣ , in the 
deployed area at runtime. 

VI. CONCLUSION 
In this paper, we proposed and analyzed an INLP optimization 
model to maximize the lifetime of IoT-Based LPWAN and 
mesh networks in unreliable environments. We demonstrated 
the feasibility of our approach in optimizing lifetime while 
satisfying protocol and application constraints. SigFox and 
TSCH were used as representative IoT technologies for 
LPWAN and mesh networks, respectively.  As our future 
research, we plan to expand this model to other IoT 
technologies, such as LoRa [46] and cellular-based networks 
[28], and further expand the model to consider different 
topology, device, and gateway settings. Like [17], we further 
plan to explore more sophisticated attacks.  
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