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Best Linear Classifier (Greatest Margin)

▪ Multiple possible classifier candidates

2

Figure credit: link

https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-example-code/
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Decision Boundary

▪ Parameterize the decision boundary
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Maximize the Margin

▪ How to obtain  that 
maximizes the margin? 

▪ Definition of Margin?

w
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Margin

▪ Margin = Distance of the closest sample(s) from the decision 
line/hyperplane 

▪ Assume the margin is , how to represent it?γ
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Represent γ

▪ Assume  on the decision line 

▪ The closest positive sample is  
▪ (In the figure, assume               ) 

 

Then  

Then  

With  
 

    Thus, 

x1
(x1 + xγ)

wT(x1 + xγ) + b = a
(wTx1 + b) + wTxγ = a
wTxγ = w ⋅ xγ = a
u ⋅ v = ∥u∥∥v∥ cos θ

∥w∥∥xγ∥ = a

∥w∥γ = a ⇒ γ =
a

∥w∥
(w, b) = argmaxw,b

a
∥w∥

s . t . (wTxl + b)yl ≥ a∀l
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Support Vector Machine

▪  

▪  is a constant 

▪  

▪ Efficiently solved by Quadratic Programming (QP)

(w, b) = argmaxw,b
a

∥w∥
s . t . (WTXl + b)yl ≥ a∀l

a

(w, b) = argminw,bw
Tw s . t . (WTXl + b)yl ≥ a∀l
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Primal and Dual Forms of SVM

▪ Primal form: solve for  

▪  

▪  

▪ Predict 

w, b
(w, b) = argminw,bw

Tw
s . t . (wTxl + b)yl ≥ a∀l

xnew : (wTxnew + b) > 0
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▪ Dual form: solve for  

▪  

▪  

▪ Predict 

α1, …, αL

argmaxα

L

∑
l=1

αl −
1
2

L

∑
j=1

L

∑
k=1

αjαkyjyk(xj ⋅ xk)

s . t . αl > 0∀l,
L

∑
l=1

αlyl = 0

xnew :
L

∑
l=1

αlyl(xnew ⋅ xk) + b > 0

K(xj, xk)
Proof*: link

http://cs229.stanford.edu/notes2020fall/notes2020fall/cs229-notes3.pdf
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Support Vectors

▪ The linear hyperplane is defined 
by support vectors 

▪ Other points do not effect the 
decision boundary 

▪ Only need to store the support 
vectors to classify new points 

▪ What about more than two 
classes?
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SVM with Gaussian Kernel
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SVM Summary

▪ Goal: maximize margin 

▪ Primal and dual forms 

▪ Kernel SVM in dual form 

▪ SVM algorithm with QP
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