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Clustering without Distribution Knowledge

K-means:
Assume there are K clusters
Each node is assigned to the closest cluster

Let’'s see an example
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Example

L

3. Update cluster

3 © Hongjie Chen | Machine Learning

1. Random cluster initialization

(a)

(b)

(d)

(f)

2. Node
assignment
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K-Means Algorithm

Initialize K cluster centroids m, m,, ..., m,
Assign points to cluster, point x goes to cluster i if
e = mill < llx = ml, Vj # i

Update cluster centroids, let ; be the set of nodes in cluster I
1

Repeat Assignment and Update until converged (m; doesn’t changed)

Demo: links
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https://www.youtube.com/watch?v=5I3Ei69I40s&ab_channel=bitLectures

Best Clustering

L

= Objective

min Z distance(x;, m.)?
i
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