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Abstract

Multi-agent large language model (LLM) sys-
tems have shown remarkable performance in
tasks such as reasoning, planning, and decision-
making. However, their applicability is lim-
ited by challenges such as high computational
costs and robustness issues. In this work, we
identify and systematically evaluate a critical
yet overlooked challenge: sycophancy, where
agents reinforce each other’s responses instead
of critically engaging with the debate. This
behavior inflates computational costs by requir-
ing additional debate rounds to reach consen-
sus, limiting the efficiency of multi-agent LLM
systems. Through experiments on six bench-
mark reasoning datasets across three models,
we analyze the impact of sycophancy and its
role in reducing the reliability of multi-agent
debate. Motivated by our findings, we propose
CONSENSAGENT, a novel framework that dy-
namically refines prompts based on agent in-
teractions to mitigate sycophancy. CONSEN-
SAGENT improves accuracy of the debate while
maintaining efficiency. It significantly outper-
forms both single-agent and multi-agent base-
lines, achieving state-of-the-art results across
all benchmark datasets. Our findings highlight
the crucial role of structured prompt optimiza-
tion in multi-agent setups and establish a foun-
dation for more reliable, efficient multi-agent
LLM systems in real-world applications.1

1 Introduction

Recent advances in multi-agent large language
model (LLM) systems have demonstrated remark-
able success with various tasks, including reason-
ing (Wei et al., 2022; Yao et al., 2023; Wang et al.,
2023b), planning (Wang et al., 2024), and decision-
making (Nottingham et al., 2023). By setting up
interactions among multiple LLM agents, these
systems improve performance and offer significant
advantages over single-agent approaches (Du et al.,

1Code: https://github.com/priyapitre/CONSENSAGENT

2023). However, their execution in real-world ap-
plications remains constrained by two key chal-
lenges: efficiency and effectiveness. Achieving
consensus often requires multiple rounds of inter-
action, making efficiency dependent on the time
needed to reach an agreement. Meanwhile, effec-
tiveness is dependent on whether these interactions
lead to improved reasoning or merely reinforce ex-
isting biases. Although there is growing interest
in multi-agent LLMs, little research has systemati-
cally examined their convergence behavior, includ-
ing how easily they reach consensus, whether the
consensus is meaningful, and whether convergence
happens within a reasonable number of rounds.

In this work, we first conduct a comprehensive
study of multi-agent LLM debates (MAD) and dis-
cover a surprising limitation: agents often strug-
gle to reach consensus within a limited number
of rounds. We identify two primary reasons for
this failure. First, sycophancy occurs when LLMs
agree with each other rather than critically eval-
uating different perspectives. While previous re-
search has explored sycophancy in human-LLM
interactions (Sharma et al., 2023), its impact in
multi-agent settings remains unstudied. Our find-
ings suggest that sycophancy significantly impacts
both the effectiveness and efficiency of multi-agent
debates by increasing computational cost, as addi-
tional rounds are required to reach a conclusion,
and by weakening reasoning robustness, promot-
ing conformity over critical engagement. Second,
agents often fail to reach consensus due to funda-
mental ambiguities in the prompt. Multi-agent
discussions frequently expose gaps, contradictions,
or underspecified elements in prompts, issues that
might go unnoticed in single-agent settings. This
highlights a broader challenge: humans often strug-
gle with prompt engineering, failing to craft precise,
unambiguous prompts that facilitate meaningful
reasoning. While prior work has examined prompt
sensitivity and engineering in LLMs (Zamfirescu-



Pereira et al., 2023; Sclar et al., 2024), the impact
of ambiguity on multi-agent interactions remains
unclear, as does the potential for leveraging these
discussions to refine prompts automatically.

Motivated by these insights, we propose CON-
SENSAGENT, a novel trigger-based architecture
designed to address sycophancy via prompt op-
timization to improve the efficiency and effec-
tiveness in multi-agent LLM interactions. CON-
SENSAGENT automatically refines the original
prompt based on past agent interactions, reduc-
ing agreement bias and improving debate effective-
ness. Our approach significantly improves accu-
racy while maintaining or reducing the number of
rounds needed to reach consensus (based on de-
sign choice), leading to a more cost-effective and
reliable multi-agent debate system. We evaluate
CONSENSAGENT across six benchmark reasoning
datasets using three different LLMs and demon-
strate that it outperforms both standard multi-agent
debates and single-agent baselines, achieving state-
of-the-art results. To our knowledge, this is the
first work to systematically study sycophancy in
multi-agent LLM systems, quantify its impact on
efficiency and effectiveness, and propose a concrete
mitigation strategy. Our findings highlight the need
for structured prompt optimization in multi-agent
LLM systems and establish a foundation for more
robust and scalable multi-agent LLM architectures.

2 Related Work

Multi-Agent LLM Debating Several works
have explored using multiple LLM agents in vari-
ous ways for reasoning in various domains. Four-
ney et al. (2024) create systems where each agent
is responsible for different tasks to ensure that each
agent only has to follow a specific instruction. Ra-
jbhandari et al. (2025) uses an adversarial setting
to set up various agents against each other to get
the best performance. Park et al. (2023) shows how
multi-agent systems can simulate human behavior
in a sandbox setting. Our work furthers contribu-
tions in the specific method of multi-agent debating
in reasoning tasks (Du et al., 2023). While other
have shown its effectiveness in some reasoning
tasks (Liang et al., 2024; Lu et al., 2024), shown its
limitations in certain tasks like Q&A (Smit et al.),
and created advanced architectures that only con-
nect neighbors to create a sparse MAD topology
(Li et al., 2024), a systematic evaluation of Multi-
Agent debating and its optimization is still missing.

We frame debating as an optimization task that
increases accuracy while reducing the number of
rounds of debating required (increasing efficiency).
To this end, our work offers extensive experiments
for both small and large models for several tasks,
presenting CONSENSAGENT to make MAD more
accurate and efficient.

LLM Prompt Optimization Prompting has
proven to be one of the most sensitive and impactful
parameters for LLMs (Sclar et al., 2024). Prompt
Engineering has emerged as a field to study how
best to create prompts for the best result. How-
ever, humans struggle at coming up with creative
prompts (Zamfirescu-Pereira et al., 2023) and un-
derstanding how an LLM should be prompted to
get elicit reasoning and get the best respnses (Vafa
et al., 2024). To this effect, several works have ex-
plored LLM prompt optimization as an automatic
task (Shin et al., 2020; Zhang et al., 2022; Zhou
et al., 2023; Guo et al., 2023). Zhang et al. (2022)
do this using Reinforcement Learning. Prompts are
built up on a per token or phrase basis and rely on
a numerical reward model for improvement. Re-
cent studies have shown that LLM feedback might
be the best way to improve prompts, and rely on
methods like Monte Carlo Sampling, etc for re-
generation of prompts (Zhou et al., 2023). Another
body of research focuses on methods using Gra-
dient Descent for automatic prompt optimization
(Pryzant et al., 2023). AutoPrompt (Shin et al.,
2020) and GrIPS (Prasad et al., 2023) are the most
popular methods in this domain. All of these meth-
ods work on the premise of optimizing the initial
user prompt to ensure the best results are followed.
We introduce a new automatic prompting method
that optimizes the prompt based on previous agent
interactions, making the debate reach a consensus
in fewer rounds.

LLM Sycophancy Sycophancy is defined as the
obsequious behavior models display towards users
when answering queries. Studies show that when
users express their opinions (Sharma et al., 2023) or
try to debate with the model (Wang et al., 2023a),
models tend to agree with the user. Additional
studies have shown that this is a result of a phe-
nomenon called specification gaming, where the
model learns shortcut tactics to get high scores
when they’re trained using human reinforcement
learning (Denison et al., 2024). According to these
works, models learn that they can score higher
points when they agree with the human, instead



of when they get the answers correctly. This is
extremely problematic, specifically for reasoning
tasks, because this indicates that models might not
prioritize getting the right answer. This tendency
can be extended further to hypothesize that models
might be sycophantic to all “other” answers they
get, i.e they might display similar tendencies in a
multi-agent debate setting, where they are provided
access to other agent’s answers. A multi-agent
debate is only successful when all models “think”
independently and then discuss their process. If
models are sycophantic, it is a huge barrier to rea-
soning with this strategy. Our work is the first in
our knowledge to present extensive results on this
phenomenon in the context of multi-agent debate
and propose a potential solution to this issue.

We compare other works with ours in Appendix
G Table 7.

3 Multi-Agent LLM Sycophancy

The following section describes the experimental
setup and findings of the study of preliminary study
of weaknesses of MAD which motivates the cre-
ation of CONSENSAGENT.

Problem Setup We assume that we are given a
test problem Q, sometimes with context C, and
there are two agents participating in a discussion.
We restrict it to two agents for experimentation
to simplify the debate and understand issues like
sycophancy and cost. These issues are expected to
become more serious with more agents. We take
two agents of the same model family but different
model sizes and instruction tuning to demonstrate
the prevalence of issues across different scenarios.

Datasets We test multi-agent LLM debate on six
publicly available benchmark datasets.
• KITAB (Abdin et al., 2023): is a complex con-

straint satisfaction dataset.
• CLUTRR (Sinha et al., 2019): This is a complex

inductive reasoning task that tests various family
relationships.

• HotpotQA (Yang et al., 2018): This is a complex
multi-hop QA dataset with context.

• Ethics (Hendrycks et al., 2023): This is a
medium-high complexity task that tests moral
dilemmas. We use hard commonsense instances.

• TriviaQA (Joshi et al., 2017): This is an easy-
medium difficulty trivia dataset with context.
There are relatively few multi-hop questions.

• GSM8K (Cobbe et al., 2021): These are arith-
metic tasks of easy-medium complexity.

Experimental Setup We experiment on Llama3
(8B Instruct vs 70B Instruct) (Grattafiori et al.,
2024), Mistral (7B Instruct vs Hermes Instruction
Tuning) (Jiang et al., 2023), and GPT (4o vs 4o
mini) (OpenAI et al., 2024) agents. These are
tested with the default temperature (0.7), which
is commonly used in multi-agent debates. Each
agent is asked to provide an initial response with
an explanation and confidence. The two agents
then engage in a debate where they are provided
with each other’s answer, confidence and explana-
tion and asked to update their response if required
(prompts in Appendix L). We use a judge to sum-
marize both agents’ final answers and ensure con-
sensus, preventing mis-classification of equivalent
responses like “4” and “four” that would occur
with a REGEX-based parser. The debate stops
when there is consensus or when five rounds have
elapsed. We measure overall accuracy, time per
instance, the number of rounds to reach consensus,
and sycophancy percentage. The latter measures in-
stances where the agents copy or alternate answers
between each other (Figure 1).

Preliminary Results We summarize our findings
on the GPT models in Table 1. More detailed re-
sults on Llama3 and Mistral are in Appendix A.
Three prominent issues emerge: high cost, LLM
sycophancy, and prompt ambiguity.

High Cost Even though we see a reasonable in-
crease in accuracy over our single-agent baseline
in most instances, it takes, on average, three times
as much computation as the single-agent baseline.
This will increase exponentially as more agents in-
teract with each other. The number of tokens and
API cost is also significantly higher.

LLM Sycophancy Previous works have demon-
strated sycophancy in LLMs, where models align
with user opinions. Studies have shown that simply
adding a user’s viewpoint influences model out-
puts, and it has been hypothesized that sycophancy
arises from reinforcement learning-based training
that prioritizes user satisfaction over correctness.
This tendency persists in interactions with other
agents as well. Our findings indicate high instances
of agent sycophancy (Figure 1), marking the first
study, to our knowledge, that presents this phe-
nomenon in multi-agent discussions. We define
sycophancy as instances where an agent mimics



Baseline Accuracy Time/instance MAD Accuracy Time/instance Rounds Sycophancy%

GPT-4o vs GPT-4o mini

Kitab 0.63 2.11 0.57 3.47 3.3 21.21
CLUTRR 0.32 1.51 0.46 3.47 3 42.34
HotpotQA 0.34 1.45 0.47 6.49 2.9 30.2
Ethics 0.73 1.12 0.77 4.86 2.4 29.13
GSM8k 0.5 1.19 0.8 3.85 2.76 32
TriviaQA 0.35 1.3 0.48 3.77 3.3 31.6

Table 1: Preliminary results showing the high cost and sycophancy in multi-agent LLM debates.

I think the answer is 
Grandmother

I think the answer is 
Mother

After seeing the other 
agent's answer, I think the 
answer is Grandmother

After seeing the other 
agent's answer, I think the 

answer is Mother

Krist in and her son Justin went to v isit  her mother Carol on a nice 
Sunday afternoon. They went out for a movie and had a good t ime. 

How is Carol related to Justin?

I think the answer is 
Grandmother because 
the relat ion described 

between X & Y...

I think the answer is 
Mother

The answer is...

Krist in and her son Justin went to v isit  her mother Carol on a nice 
Sunday afternoon. They went out for a movie and had a good t ime. 

How is Carol related to Justin?

I think the answer is 
Grandmother because 
the relat ion described 

between X & Y...

Figure 1: Demonstrating sycophancy in LLM debate.
Agents copy and swap answers with each other instead
of "reasoning" with their original answers.

another agent’s answer without independent rea-
soning, significantly reducing the value of multi-
agent debates. To calculate it, we remove instances
where consensus is reached without a debate (in
one round), and calculate the % of sycophantic in-
teractions in the remaining instances out of total
possible interactions in that round. In our initial
results, we see significant evidence of sycophancy
in the following forms:

• Agents reach consensus fast (1-2 rounds) but the
answer is inaccurate, and cosine similarity of
their explanation is >0.95 with the agent they are
influenced by. This shows that they have mim-
icked another agent’s answer rather than reason-
ing through it. (majority of the cases involving
sycophancy fall in this category). Further evi-
dence that this is sycophancy and not genuine
agreement comes from the fact that in instances

where the final answer is wrong, the correct an-
swer is present in the discussion over 20% of
times, however it is ignored due to agent syco-
phancy.

• Agents exhibit cyclic sycophancy- where they
copy each other’s answers, indicating that both
agents are sycophantic (10-15% of observed
cases).

Prompt Ambiguity A further manual analysis
of the findings reveals that wrong answers and
lack of consensus often stem from agent mis-
understandings of the prompt (50% instances), am-
biguous instructions (40% instances), or format-
ting differences (10% instances) between responses.
One way to address this could involve improving
MAD, but fundamental misunderstandings of the
prompt would likely persist. Instead, using the dis-
cussion between agents as a method to identify and
rectify prompt misunderstandings offers an alterna-
tive approach. This could enhance efficiency and
potentially yield strong results faster.

4 CONSENSAGENT: Optimized
Multi-Agent Discussion Framework

Motivated by our findings, we propose CONSEN-
SAGENT (Figure 2). CONSENSAGENT operates
in four phases, mirroring human discussions. In
Phase 1, all agents provide individual answers, en-
suring a thorough exploration of the problem space.
Phase 2 involves discussion to reach a consensus.
Phase 3 optimizes the prompt based on discussion
insights. Finally, Phase 4 generates a team answer
based on confidence and consistency.

4.1 Problem Setup

We assume that we are given a test problem Q with
context C and there are n agents A = {Ai}ni=1

participating in a debate. These could be the same
model family agents with different temperatures,
instruction tuning, or sizes, or different agents with
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Phase 1 Example Answers

Gold Answer: Unethical
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prompt selected 
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Phase 2 Example Answers

Trigger

Round 4

Round 2 Round 3

...

Phase 3 Example Answers

Unethical

Unethical

Unethical

(Updated prompt) Read the scenario carefully : " I put the metal 
pieces into the washing machine.Guiding Steps: 1. Ask: Did you 
consider the damage this might cause to the machine? 2. Ref lect on 
whether the act was careless, experimental, or uninformed. 3. 
Consider responsibility  when using shared or expensive 
appliances. 4. Evaluate if  this action ref lects negligence or 
ignorance w ith consequences.

Init ial Prompt

Figure 2: Overall Framework of CONSENSAGENT.

differing model architectures and training data.

4.2 Phase 1: Initial Response Generation

Initially, each agent Ai is asked to generate an an-
swer a(0)i , an explanation e

(0)
i , and a confidence

p
(0)
i ∈ [0, 1] for the generated answer. This is done

using a zero-shot chain-of-thought prompting.

4.3 Phase 2: Multi-Round Debate

In Phase 2, if consensus is absent, a multi-agent
debate ensues for up to n rounds. In each subse-
quent prompt, agents exchange answer a(0)i , the
explanation e

(0)
i , and the confidence p

(0)
i ∈ [0, 1]

other agents had for the same prompt. They are
prompted to revise their answer based on this in-
formation, if they feel necessary. A central debate
memory keeps track of all the past answers of all
agents. Past work has shown that prompting mod-
els to ask for their confidence is often an effective
technique that increases multi-agent performance
and explainability (Tian et al., 2023). Hence, we
deploy the same method and give this information
to other agents.

4.4 Trigger Mechanism

Usually, a multi-agent architecture stops at Phase 2.
Our experiments in Section 3 have provided us in-
sight into two key issues with multi-agent debates:
cost and sycophancy. Hence, we set up a trigger
mechanism that can detect these issues.
• To detect additional costs, we want to detect

when the debate is stalling. A debate is con-
sidered to have stalled when the agents do not
engage with each other’s explanations and/or
answers and continue to stick to their answers
(without reaching a consensus). When a majority
of agents retain the same answer in consecutive
rounds, this trigger t0 is activated.

• To detect sycophancy, we want to flag agents
that are copying or swapping answers. If an
agent agrees with another agent, that might not
be for sycophantic reasons, it might be because
it genuinely agrees with the other agent. How-
ever, if majority of agents swap answers between
each other, that is a sign of potential sycophancy.
Hence we activate this as trigger t1. To detect
agents that are copying answers, we check the
cosine similarity of agent explanations when they
copy another agent’s answer from the previous



round. If the score is >80%, we activate this as
trigger t2. Majority agreement is used as a de-
fault heuristic but can be adjusted based on the
setting. For example, when the number of agents
is small, the behavior of even a single agent may
be significant. In such cases, triggers can be con-
figured to activate if any agent stalls or exhibits
sycophantic behavior. Importantly, trigger can
be activated even if consensus is reached if its
reached through sycophancy or stalling, since our
goal is to improve accuracy and not just reach
consensus faster.

4.5 Phase 3: Prompt Optimization
A gradient descent-based approach to prompt op-
timization is used. A fine-tuned GPT-4o model
generates optimized prompts based on the prompt
and past agent discussions (Appendix H Algorithm
1).

Training GPT-4o is trained with 150 dataset sam-
ples distinct from the 200 test samples. The model
is first prompted to identify three issues in the orig-
inal prompt by analyzing agent explanations and
the ground truth. These are called "gradients." The
model is then prompted again with the prompt,
agent interactions, ground truth, and these gradi-
ents, and is asked to give three refined prompts.
The model is asked to completely re-frame the
question, provide clear guiding steps for agents
to follow, remove irrelevant information and add
important information, and ensure that the updated
prompt will lead to the correct answer. This prompt
is then tested three times on three models with dif-
ferent temperatures. The updated prompt that per-
forms best across these 9 samples is selected as the
final updated prompt.This evaluates the prompt’s
accuracy as well as its applicability to multiple
agents.

Fine-tuning The above process is appropriate for
the training set; however, we do not want to expose
the ground truth for our test set to ensure a fair
comparison and to make our model generalizable.
To achieve this, we take the top 100 instances with
the best performance from the training set of 150
described above for each individual dataset. The
original prompt is used as the user prompt, and the
updated prompt is set to be the assistant response.
During evaluation, agents receive the same system
prompt used during training. A GPT-4o model is
then fine-tuned on OpenAI’s playground according
to their instructions. This model will be used for

testing. This method prevents data leakage, makes
our model generalizable, and ensures a fair com-
parison with the direct inference of baseline LLM
models.

Inference During inference, the fine-tuned
model is used for prompt optimization. The orig-
inal prompt is provided as input, and the model
generates an updated prompt as output. Since the
training has taken past agent interactions into ac-
count and observed common misunderstandings,
we do not give past interactions during fine-tuning
or inference. This is because fine-tuning requires
a very clear input-output pattern, and introducing
additional context like agent interaction breaks this
pattern, resulting in a bad fine-tuned model with
high training loss and low accuracy. Further imple-
mentation details can be found in Appendix I.

4.6 Phase 4: Team Answer Generation
If consensus is not reached within five rounds, typi-
cal architectures use a judge (Du et al., 2023). How-
ever this is a single point-of-failure, and assumes
that one agent is able to answer a question when
multiple agents have failed. In CONSENSAGENT

the final answer accounts for agent confidence and
consistency across rounds. Equation 1 is used to
calculate the final answer and score. First, we
group all agents with the same responses. Then, we
take a weighted average of the agent confidence ci
and introduce a penalty to prevent a high frequency
from affecting our results. We then add a consis-
tency factor Sr to the score to ensure that answers
that are retained from the beginning are given an ad-
vantage. A central debate memory retains all agent
responses and confidence levels to inform the final
answer selection. The final answer is displayed
alongside confidence levels for transparency.

Final Scorer =
(∑n

i=1 ci
n

)
×log(1+n)×(1+Sr)

(1)

5 Experimental Setup

Agents and Conditions Llama3 models (8B In-
struct and 70B Instruct), Mistral models (7B In-
struct and OpenHermes2 Mistral 7B) and GPT (4o
and 4o mini) models are used to ensure diversity
between responses and demonstrate applicability
of our method. Default temperature and p-values
are used. Due to the high cost of API calls and
limits on API calls, we use a sample of 100 in-
stances from each dataset, selected randomly from



the dataset. Each instance is run three times and
the mean is reported.

Datasets We use the same six benchmark
datasets as those in the preliminary study of multi-
agent LLM sycophancy (Section A).

Evaluation Metrics We measure the accuracy
(% instances that are correct in the end), number of
rounds, % consensus, and % sycophancy.

Baselines We employ several baselines in our ex-
periments. For single-agent baselines, we include
zero-shot prompting, Chain-of-Thought (CoT) rea-
soning with 5-shot prompting, and SR + SC to
the same three agents. Self-Refine (Madaan et al.,
2023) combined with Self-Consistency (Wang
et al., 2023b) iteratively refines responses and se-
lects the final answer via majority voting. We also
use an ensemble of agents as a baseline.

For multi-agent baselines, we evaluate debates
between identical instances of each model, debates
across different models, and a mixed-agent setting
of agents. We also incorporate a judge model to
evaluate debates. Lastly, we include ReConcile
(Chen et al., 2024) as a baseline, given its similar
framework for multi-agent reasoning.

6 Main Results

CONSENSAGENT outperforms all baselines
across multiple models for reasoning tasks Ta-
ble 2 shows that our method outperforms strong
single- and multi-agent baselines across diverse
reasoning tasks and model families. Interestingly,
regardless of whether the same or different model
family or models are used, we achieve perfor-
mance gains over their corresponding baselines
(e.g., when three LLaMA agents are used in a stan-
dard debate versus our method, we outperform the
baseline).

Additionally, we outperform ReConcile (Chen
et al., 2024), which improves discussions by
adding convincing examples. In contrast, CONSEN-
SAGENT addresses the root cause of disagreement
by optimizing the prompt itself. Gains are highest
on complex tasks like constraint satisfaction and
family reasoning, where prompt flaws, irrelevant
context, and agent confusion are more common
and offer richer signals to refine from.

CONSENSAGENT generalizes to various combi-
nations of agents across multiple rounds CON-
SENSAGENT achieves strong results with both

three and five agents, and is effective in both homo-
geneous and heterogeneous model settings. Con-
sistent with (Chen et al., 2024), we find that per-
formance improves further when different models
are involved. However, we show that diversity of
responses can also be achieved by varying factors
such as how a model is instruction tuned (Open-
Hermes vs Mistral instruction tuning), or with the
same model family with different models.

CONSENSAGENT creates healthy discussions ef-
ficiently As shown in Table 2 and 3, CONSEN-
SAGENT achieves substantially higher accuracy
than the baseline while requiring a comparable
number of total rounds. Notably, once the trig-
ger activates and prompt optimization is applied,
agents consistently reach consensus within 1–2
rounds, in contrast to baseline settings where dis-
cussions frequently stagnate. These findings sug-
gest that while our method uses a trigger based sys-
tem, users may also directly optimize the prompt
using our fine-tuned models to yield efficient, high-
quality consensus with minimal overhead. This is
explained further in Appendix K.

CONSENSAGENT brings several benefits in the
optimized prompts Prompt optimization has the
following effects (Appendix B & J):
• Length: Average p0 is 30 words long, while aver-

age p1 is 100 words long.
• Clarity: CONSENSAGENT removes ambiguities

in the prompt based on past agent interactions.
• Specificity: CONSENSAGENT makes the prompt

more specific to the input question and the
dataset.

• Context: CONSENSAGENT enriches the context
based on the agent’s errors and explanations. It
gives guiding steps and asks questions to improve
model answers.

• Irrelevant Context: CONSENSAGENT removes ir-
relevant context from the prompt. CLUTRR, Hot-
potQA, TriviaQA and GSM-8K include a story
which complicates the task by adding irrelevant
information, CONSENSAGENT is able to filter
this out effectively.

• Specific formatting instructions: Manual parsing
is labor intensive and prone to errors, so auto-
matic parsing like judges are often used, which
could be wrong. CONSENSAGENT reduces these
parsing errors by making the parsing instructions
clearer in the optimized prompts.



Category Method Agent Kitab CLUTRR HotpotQA Ethics GSM8K TriviaQA

Single-Agent

Zero-shot Llama3 0.32 0.26 0.33 0.51 0.68 0.29
Zero-shot Mistral7B 0.25 0.2 0.31 0.37 0.51 0.2
Zero-shot GPT-4o 0.55 0.38 0.52 0.67 0.92 0.57
5-shot COT Llama3 0.37 0.3 0.31 0.57 0.63 0.3
5-shot COT Mistral7B 0.32 0.25 0.27 0.4 0.47 0.18
5-shot COT GPT-4o 0.62 0.5 0.63 0.71 0.94 0.59
SR + SC Llama3 0.38 0.34 0.35 0.6 0.68 0.4
SR + SC Mistral7B 0.33 0.33 0.31 0.47 0.5 0.15
SR + SC GPT-4o 0.63 0.5 0.64 0.68 0.92 0.57

Multi-Agent

Debate + Judge Llama3 (3) 0.4 0.42 0.37 0.52 0.68 0.4
Debate + Judge GPT (3) 0.6 0.4 0.51 0.77 0.94 0.6
Debate + Judge Mistral7B (3) 0.22 0.23 0.33 0.4 0.51 0.18
Debate Llama3 (5) 0.38 0.34 0.35 0.6 0.66 0.38
Debate Mistral7B (5) 0.18 0.22 0.31 0.42 0.55 0.23
Debate GPT (5) 0.64 0.44 0.55 0.73 0.93 0.64
Debate + Judge 0.63 0.42 0.55 0.71 0.9 0.4
Debate + Judge 0.61 0.43 0.57 0.72 0.9 0.65

ReConcile 0.66 0.49 0.56 0.72 0.93 0.65

CONSENSAGENT

Llama3 (3) 0.48 0.44 0.42 0.7 0.8 0.4
GPT (3) 0.74 0.52 0.56 0.78 0.96 0.55
Mistral7B (5) 0.47 0.34 0.42 0.55 0.7 0.24

0.8 0.62 0.6 0.78 0.96 0.77
0.82 0.62 0.61 0.78 0.96 0.76

Table 2: Main Results: Comparison of CONSENSAGENT with vanilla and advanced single agent baselines and
multi-agent baselines (accuracy). On reasoning tasks, CONSENSAGENT outperforms all baselines. The agents used
are Llama3, Mistral and GPT-4o.

Dataset Baseline Before Trigger After Trigger
Rounds (Ours) (Ours)

Kitab 3.78 2.20 1.32
Ethics 2.10 2.03 0.56
GSM8K 2.37 2.00 0.83
HotpotQA 2.60 2.20 0.91
CLUTRR 3.38 2.31 1.33
TriviaQA 2.45 2.10 0.86

Table 3: Average number of debate rounds compared to
baseline and CONSENSAGENT for GPT-4o vs Mistral7B
vs Llama8B debate. While baseline often stagnates, our
method reaches consensus quickly post-trigger, often in
1–2 rounds.

CONSENSAGENT reaches consensus faster In
Figure 3, we plot the percentage of debates reach-
ing a consensus after a certain number of rounds,
comparing CONSENSAGENT with a baseline multi-
agent debates without prompt optimization. A
more detailed analysis is shown in Appendix C.
Figure 3 shows that CONSENSAGENT decreases
overall cost, with around 90% of debates reaching
a consensus after three rounds, while the baseline
method has less than 70% of the debates reaching
a consensus after three rounds.

CONSENSAGENT reduces sycophancy To as-
sess whether agents remain sycophantic post-
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Figure 3: CONSENSAGENT consistently achieves a
higher rate of consensus across the same model (LLama
3 8B) or different models (Llama3, Mistral, GPT-4).

CONSENSAGENT, we analyze instances after
Phase 3 (prompt optimization). Our findings indi-
cate that CONSENSAGENT decreases sycophancy
by 7-30%. In Appendix D, we plot sycophancy %
before and after implementing CONSENSAGENT

for all the datasets. This sycophancy reduction
may be attributed to several factors. In most cases,
consensus is reached more quickly after prompt
optimization, leading to fewer debate rounds and,
consequently, lower sycophancy. Beyond simply



MAD + PO MAD + Phase 4 No confidence No consistency CONSENSAGENT

Kitab 0.72 0.63 0.74 0.76 0.8
CLUTRR 0.53 0.42 0.59 0.61 0.62
HotpotQA 0.5 0.54 0.54 0.53 0.6
Ethics 0.66 0.7 0.7 0.7 0.78
GSM8k 0.91 0.88 0.91 0.92 0.96
TriviaQA 0.71 0.43 0.69 0.72 0.77

Table 4: Ablation Study: Each component of CONSENSAGENT improves reasoning

reducing the number of rounds, we hypothesize
that both the trigger-based system and the prompt
optimization process itself contribute to mitigat-
ing sycophancy. The trigger mechanism identi-
fies, flags, and stops the debate when it encoun-
ters sycophantic behavior—a feature that, to our
knowledge, does not currently exist. Further anal-
ysis reveals that the stall trigger (t1) is activated
in approximately 3–7% of instances, whereas the
sycophancy-related triggers (t2 and t3) are acti-
vated in 15–40% of instances. This highlights the
prevalence of sycophancy in model behavior—an
issue that our approach directly addresses.

7 Ablation Study

Each component of CONSENSAGENT improves
reasoning In Table 4, we report an ablation of
CONSENSAGENT across all datasets using LLaMA
3, Mistral, and GPT-4o. We evaluate the impact of
key components by selectively removing them: (1)
MAD + PO removes Phase 4, (2) MAD + Phase
4 removes prompt optimization (Phase 3), (3) No
Confidence removes confidence scores throughout,
and (4) No Consistency removes consistency score
in Phase 4.

Our findings indicate that each component con-
tributes meaningfully to overall accuracy. Among
them, prompt optimization has the largest ef-
fect—its removal consistently leads to the sharpest
performance drop, validating our hypothesis that
refining the prompt can resolve fundamental mis-
understandings. Meanwhile, even smaller elements
like consistency scoring yield 2–3% gains, empha-
sizing the importance of maintaining a careful de-
sign balance for multi-agent debate to succeed.

The cost of the prompt optimization model can
be reduced by using a generically trained model
We note that one of the limitations of our architec-
ture is the cost associated with training a prompt op-
timization model. However, our prompt optimiza-
tion model can be trained with generic/multiple

datasets as well, and it still picks up valuable infor-
mation about the specificity of instructions that can
be applied to various datasets to increase accuracy
and reduce the cost of training. We note that accu-
racy still increases by around 7% (compared to the
strongest baseline) even with a generically trained
dataset. More details can be found in Appendix E.

Prompt optimization is a more effective ap-
proach for achieving multi-agent collaboration
than instruction tuning or in-context learning
We compare our prompt optimization with simpler
alternative approaches to demonstrate its effective-
ness and significance. First, we give a generic in-
struction and ask the model to "optimize the prompt
and make it more specific and less ambiguous".
No ground truth or agent interactions are provided
in this case (IT). Then, we use in-context prompt
optimization using past agent interactions and a
similar prompt. However, we refrain from giving
the ground truth. Our method has been fine-tuned
(trained) using ground truth and agent interactions
for the training dataset (not the test data we are test-
ing with) and is still able to achieve significantly
better performance (10-20% increase) than those
two conditions. More details are in Appendix F.

8 Conclusion

Multi-agent debate has the potential to enhance
LLM reasoning, but challenges like sycophancy,
high costs, and prompt ambiguities limit its effec-
tiveness. We quantify the effect of these challenges
on multi-agent performance. To address this, we in-
troduce CONSENSAGENT, a trigger-based prompt
optimization framework that refines agent interac-
tions in real-time, reducing sycophancy, improving
consensus efficiency, and enhancing reasoning ac-
curacy. Our results establish CONSENSAGENT as a
key step toward making multi-agent debate a more
scalable and effective strategy for complex reason-
ing tasks. Future work could further reducing costs
through adaptive agent selection.
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Limitations

Despite its improvements to multi-agent debate,
CONSENSAGENT has limitations. Its effectiveness
relies on structured prompt optimization, which
may not generalize well to open-ended or creative
reasoning tasks. Additionally, it assumes a single
correct answer when optimizing prompts, making
it less suitable for tasks with multiple valid solu-
tions. The framework also depends on model di-
versity—if agents are too similar, the benefits of
debate diminish. However, these issues are present
in standard multi-agent frameworks as well, CON-
SENSAGENT specifically optimizes debate for tasks
where multi-agent debate proves beneficial. We do
not claim that it will be applicable or advantageous
in all scenarios.

While CONSENSAGENT reduces computational
overhead by reducing the number of rounds re-
quired, it adds the expense of training a separate
prompt optimization model. While we reduce syco-
phancy due to reduced rounds and an optimized
goal, further work is required (potentially looking
into the training of the LLM and specification gam-
ing) to understand what causes it and how to deal
with the root cause of it. Future work should focus
on adaptive agent selection, broader generalization,
and reducing dataset-specific dependencies.

Privacy concerns may arise when handling sen-
sitive data during multi-agent debates, particularly
in real-world applications. The system also risks
generating toxic outputs if models are misaligned
or if the training data is not carefully curated. Addi-
tionally, CONSENSAGENT’ reliance on structured
prompt optimization limits its generalization to
more open-ended or creative reasoning tasks, re-
ducing its applicability to a wide range of problem
domains.
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A Elaborated Preliminary Results

Table 5 shows detailed results for Llama, Mistral
and GPT regarding time, rounds and %sycophancy.

B Examples of Prompt Optimization

Figure 4 shows an example of the effect prompt
optimization has on various reasoning tasks. It is
important to note that this is also a model, so we do
not want this model to give answers (since it would
also be a single point of failure, and remove the
point of a multi-agent debate), but rather simply
guide the other agents.

• For KITAB, a constraint satisfaction dataset,
prompt optimization is able to make the prompt
more specific. It gives clear instructions on what
to include, exclude, and common mistakes it has
seen in the ground truth of the dataset. Vowels,
number, city misclassifications are cleared out.

• For CLUTRR, the prompts are all ambiguous.
In the case described above, the relationship be-
tween Wayne and Johana is not clear, and the in-
struction that only asks "How are they related" is
not clear. Moreover, the story adds a lot of fluff- it
adds irrelevant context about having dinner with
someone, or information that is completely irrel-
evant to the main content. The prompt clarifies
this, removes this irrelevant context and gives in-
structions on the output format. It further guides
the model by clarifying some relationships.

• For HotpotQA, the prompt optimization model
gives clear instructions on the order of instruc-
tions. Since this is a multi-hop question, these
clear instructions tell the model the order of exe-
cution of instructions.

• For Ethics, the model clarifies the ethical
dilemma, enabling the model to understand ex-
actly what is in question.

• For GSM-8K, the main struggle is with the con-
fusing instructions. When they are immediately
clarified with operations, the model is able to
perform better. There is also irrelevant numbers,
content that are removed.

• For TriviaQA, the agents responded with differ-
ent names for the same rapper since it was not
specified what name to output. The model makes
the instruction clear. In general, it guides the
model on where to look for an answer, and what
to look for.

C Elaborated Consensus Results

Figure 5 provides more details about when and
how consensus is reached. It shows the rounds at
which the trigger is activated before the prompt
optimization model and rounds at which consensus
is reached after the prompt optimization model for
the HotpotQA dataset for various models. Note:
we ignore instances that reach a consensus in the
first round since those are not relevant to the dis-
cussion of consensus. We note that the trigger is an
extremely useful feature of our model because it is
activated at round 2 for a high majority of the cases.
It is not activated until round 4 for a few of the
cases. These are cases where the debate is running
smoothly without stalling or being sycophantic. We
also plot consensus after the prompt optimization,
where a majority of the cases are resolved after
only 1 round- showing that the misunderstanding
between agents is often resolved with a clear, con-
cise prompt. However, there are still a few prompts
that are resolved after 2-3 rounds, indicating that
this method needs to be used with a multi-agent
multi-round system instead of deploying it by itself.
This shows that our method decreases overall cost,
by reaching a consensus at 3 rounds on average
(2 rounds before Prompt optimization model + 1
round after) for a majority of the cases.

D CONSENSAGENT reduces sycophancy
for all datasets

We find a reduction in sycophancy across all
datasets using our methods due to the trigger and
our method (mainly prompt optimization) that
reaches a faster consensus (Figure 6).

E Generic v.s. Specialized Models

In Figure 7, we plot the baseline accuracy along
with the accuracy of CONSENSAGENT with a
prompt optimization model that has been trained
on specific datasets. We also include a generic
dataset that has been trained on a combination of
these Q&A datasets and test it on HotpotQA ques-
tions. We note that accuracy still increases by 7%
(compared to the strongest baseline of HotpotQA)
even with a generic dataset. This shows that our
prompt optimization model can be trained with
generic/multiple datasets as well, and it still picks
up valuable information about the specificity of in-
structions that can be applied to various datasets to
increase accuracy and reduce the cost of training.



Baseline Accuracy Time/instance MAD Accuracy Time/instance Rounds Sycophancy

Llama-3 (8B Instruct vs 70B Instruct

Kitab 0.32 6.23 0.42 10.37 3.2 43.1
CLUTRR 0.26 1.33 0.3 5.26 3.1 40.34
HotpotQA 0.33 3.56 0.28 7.99 3.48 36.1
Ethics 0.51 1.03 0.6 4.88 2.8 28.54
GSM8k 0.68 1.15 0.78 8.43 2.95 38.35
TriviaQA 0.29 1.22 0.2 6.57 3.68 39.23

Mistral v2 (7B Instruct vs OpenHermes Instruction Tuning, same model)

Kitab 0.25 5.35 0.36 9.32 4.34 48.3
CLUTRR 0.2 1.11 0.18 4.21 3.78 39
HotpotQA 0.31 2.11 0.43 5.27 4.3 41
Ethics 0.37 0.98 0.22 4.67 2.2 39.22
GSM8k 0.51 0.55 0.6 6.36 3.1 34.13
TriviaQA 0.2 3.21 0.3 7.22 3.7 37.01

Table 5: Initial Findings Table: Our initial findings show high cost and sycophancy in multi-agent debates accross
multiple models.

IT IC Ours
Llama3 0.3 0.32 0.53
Mistral 0.33 0.39 0.49
GPT-4o 0.38 0.38 0.55

Table 6: Ablation Study: Our method of Prompt Op-
timization outperforms IT (Instruction tuned prompt
tuning - giving a generic instruction to "fix the prompt")
and IC (in-context prompt optimization using past multi-
agent discussion, without training with ground truth

F PO model is a better way to achieve
high effectiveness

We test various alternative simple methods instead
of using trained prompt optimization to demon-
strate that we need ground truth-based training for
PO to achieve significantly better results. Table 6
shows those results.

G Related Work Comparison

We compare our work to various related work in
the field of multi-agent debate in Table 7. We in-
corporate important factors from all these studies
in our work, namely: refinement (models iterate
through their answers), ensemble of models, multi-
agent, and multiple models. We also incorporate
confidence scores like recent works such as Chen
et al. (2024) and Lu et al. (2024) have suggested.
Our work is the first to account for sycophancy, to
optimize the prompt in a multi-agent setting, and
to generate a final score using a consistency score
as a factor.

H Prompt Optimization Algorithm

In Algorithm 1, we show the process of training for
prompt optimization. This is done using gradient
descent.

I Implementation Details

GPT-4o and GPT-4o mini are run using API calls
to OpenAI. Default temperature is used throughout.
Table 8 shows the cost for the API calls. We use
VLLM to run Llama and Mistral on a local server.
In some experiments, Groq is used for Llama to
achieve a faster performance.

Fine-tuning model details To fine-tune the
prompt optimization model, we simply create a
fine-tuning dataset according to OpenAI guidelines.
The input is the prompt and the output is the up-
dated prompt from our training model. This is
done for each dataset, and then a general model is
tested for ablation. The fine-tuning model gener-
ally costed <2$ per dataset for training. The cost
of inference is the same as GPT-4o models. Train-
ing time depended on the time of the day, usually
training on OpenAI in 10-15 minutes. No models
were trained locally. One GPT-4o model trained
on discussion between Llama, Mistral and GPT-4o
is used to create the Prompt Optimization model,
which is then used for every CONSENSAGENT re-
sult. This is because training for every interaction
(3 Llama Agents, 3 GPT-agents) is costly, and does
not have significant gains over our current architec-
ture.

While our initial design included past agent dis-
cussions as part of the fine-tuning input, we ob-



Self Refine Self Consistency SC + SR Debate Debate + Judge Reconcile MALT Ours

Refine ✔ ✘ ✔ ✔ ✔ ✔ ✔ ✔

Ensemble ✘ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Multi-Agent ✘ ✘ ✘ ✔ ✔ ✔ ✔ ✔

Multi-Model ✘ ✘ ✘ ✔ ✘ ✔ ✔ ✔

Convincingness ✘ ✘ ✘ ✘ ✘ ✔ ✘ ✔

Confidence ✘ ✘ ✘ ✘ ✘ ✔ ✘ ✔

Consistency ✘ ✘ ✘ ✘ ✘ ✘ ✘ ✔

Sycophancy ✘ ✘ ✘ ✘ ✘ ✘ ✘ ✔

Optimized Prompt ✘ ✘ ✘ ✘ ✘ ✘ ✘ ✔

Table 7: Comparison of various existing approaches with ours. Baselines used: Self-Refine (Madaan et al., 2023),
Self Consistency (Wang et al., 2023b), SR + SC, Debate, Debate + Judge, Reconcile (Chen et al., 2024), and MALT
(Motwani et al., 2024).

Stage Tokens Cost (USD)
Initial Response 300 $0.00375
After Multi-Agent Debate 1,500 $0.01875
After Prompt Optimization 1,000 $0.0125

Table 8: Estimated Costs for Different Stages of Pro-
cessing (GPT-4o)

served that incorporating this additional context
led to reduced stability and higher training loss
during model fine-tuning. As a result, we opted
for a cleaner input format—using only the origi-
nal prompt as input and the optimized prompt as
output. Notably, the optimization model is still
trained based on agent discussions (used as feed-
back signals to generate the optimized prompt), and
thus captures common patterns of ambiguity and
failure. Our results show that these features are
implicitly built into the training, and do not need to
be explicitly set for the fine-tuning model. Our fine
tuned model is thus able to clarify prompt, give spe-
cific guidance, and remove ambiguities/irrelevant
context without seeing the specific past agent inter-
actions, based on the interactions it has implicitly
seen in training. This design choice ensures both
training stability and generalization across datasets,
without sacrificing downstream performance. This
design choice was primarily made once we no-
ticed that the errors of agents are similar accross
instances of the same dataset, and sometimes even
accross datasets.

J Examples of the Debate

Figure 8 shows a debate that has stalled because the
agents don’t engage with each other. This debate

is resolved using our system, which refines the
prompt and gets consensus (Figure 9).

K Explanation of Number of Rounds
with Baseline vs CONSENSAGENT

Table 3 offers insight into how CONSENSAGENT
improves the efficiency of multi-agent debates
through its trigger-based prompt optimization
mechanism. While the total number of rounds in
our method is comparable to the baseline, we ob-
serve a notable improvement in accuracy across all
datasets (as shown in Table 2). This suggests that
the additional structure introduced by CONSEN-
SAGENT leads to more meaningful deliberation
rather than redundant or sycophantic interactions.

Importantly, we find that once the trigger is ac-
tivated—typically due to stalling or sycophantic
behavior—the prompt optimization model consis-
tently enables agents to reach consensus in just one
to two rounds. This post-trigger convergence is sig-
nificantly faster than in baseline debates, which of-
ten continue for multiple rounds without resolution.
The clarity and specificity introduced by the opti-
mized prompt appear to resolve key ambiguities
that previously blocked consensus, demonstrating
the effectiveness of targeted prompt refinement in
real-time.

This behavior has practical implications. In sce-
narios where computational cost or latency is a
concern, users may choose to bypass the full de-
bate and directly invoke the prompt optimization
phase. Our results show that this fast-track path-
way achieves high-quality consensus while mini-
mizing the number of rounds needed. Therefore,



Algorithm 1 Prompt Optimization in CONSENSAGENT

1: Input: Original prompt p, agent discussions D, ground truth g (training only)
2: Output: Updated prompt pupdated
3: procedure OPTIMIZEPROMPT(p,D, g)
4: // Phase A: Training (used only during fine-tuning)
5: if ground truth g is available then
6: Use GPT-4o to generate 3 diagnostic insights ("gradients") from p,D, g
7: for each gradient gi do
8: Prompt GPT-4o to generate 1 refined prompt pi addressing issues from gi
9: Add pi to candidate prompts

10: end for
11: for each candidate prompt pi do
12: Evaluate pi using 3 different models (3 trials each, 9 scores total)
13: Compute average accuracy across trials
14: end for
15: Select pi with highest average accuracy as pupdated
16: Store (p → pupdated) pair as training data
17: end if
18: // Phase B: Inference (used for evaluation)
19: if ground truth is available then
20: Use fine-tuned GPT-4o on input prompt p to generate pupdated
21: end if
22: return pupdated
23: end procedure

CONSENSAGENT is not only effective in guiding
debates but also flexible—offering both deep de-
liberation and efficient convergence based on task
demands.



CLUTRR

HotpotQA

Ethics

GSM8K

TriviaQA

Kitab

Name the books that f it the criteria: Criterion 1: 
Book title starts with the letter c

List all books that start with the letter c. Include books 
that might start with an article but the f irst letter of the 
main word is c. Do not  exclude any books from the list. 

Think step by step, don' t agree with other agents without 
reason. 

 [Wayne] was out with his son [Matthew]. 
Later that day they went to see [Wayne]'s 

father, [Henry]. [Johanna] enjoyed a 
homemade dinner with her son [Matthew]. 

How are Johanna and Henry related?

Wayne is Johanna' s husband. Henry is Wayne' s father. What 
is Henry to Johanna? What is Henry to Johanna? To f ind the 
relationship of Henry to Johanna, follow  these steps:
1. Review each fact and identify how people are connected.
2. Map indirect relationships by chaining facts together.
3. Determine how Henry is connected to Johanna.
4. Answer using one precise family term (e.g., mother, 
cousin).Respond clearly and concisely.

In what year was the company founded whose 
Manhattan branch was the site for the recording 
of the live album, Park Avenue South, by Dave 

Brubeck and his quartet?

First , identify the company whose Manhattan branch 
hosted Dave Brubeck's live album Park Avenue South. 

Then, determine the year the company was founded and 
output  that as one number.  Think  step by step, don' t 

agree with other agents without reason. 

Is this ethical? A debater that I like wanted to 
win, so I assigned her judges that are 

sympathetic to her arguments.

Read the scenario carefully: "A debater that I like wanted to 
win, so I assigned her judges that are sympathetic to her 
arguments. Guiding Steps: 1. Think about the fairness of 
aiding someone in a competition due to personal bias. 2. 

Ask: Does favoritism undermine the integrity of debate? 3. 
Evaluate the ethical difference between support and 
manipulation. 4. Consider whether justice, fairness, or 

loyalty is more important here.

Colby loves going to the movies and every month his 
parents give him $150 to spend at the movies. Tickets 

for Fridays and Saturdays cost $10. Tickets for any 
other day cost $7. Popcorn costs $8 and boxes of 

candy cost $2. It is the last day of the month and it's a 
Friday. He wants to make sure he gets a popcorn and 
box of candy that night. How many movies can he see 
if  he already saw 5 movies on a Friday or Saturday, 8 

movies on other days, had 2 tubs of popcorn, and 
four boxes of candy that month?

Who is the rapper married to Beyonce?
What is the stage name of the rapper married to 

Beyonce? Answer in one word .  Think  step by step using 
context, don' t just agree with other agents. 

To solve the problem, start by calculating the cost of 
5 weekend movies (5 × $10) and 8 weekday movies 
(8 × $7). Then, add the cost of 2 popcorns (2 × $8) 
and 4 candies (4 × $2). Add up all these expenses 

and subtract the total from the $150 Colby had to f ind 
out how much money he had left. From that remaining 
amount, subtract the cost of one Friday movie ticket 
($10), one popcorn ($8), and one candy ($2). Finally, 
divide the leftover money by $10 to determine how 
many more Friday movie tickets Colby can afford.

Figure 4: Example of prompt optimization for each dataset
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Figure 5: (1)Trigger activated before prompt optimization: Shows the rounds at which the trigger is activated before
the prompt optimization phase; (2) Consensus after prompt optimization: shows the rounds at which the model
reaches consensus after the optimization. Shows that the majority of the cases reach consensus in 3 rounds or less
using our trigger + optimization method. Compared with the same models as baseline (debate only).



Figure 6: CONSENSAGENT reduces sycophancy across
all datasets
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Figure 7: HotpotQA dataset is used to test a baseline
(Llama3), a generic prompt optimization model that
has been fine-tuned on HotpotQA, TriviaQA, and GSM-
8k datasets, and the accuracy on specific fine-tuned
datasets. Shows that we can use one fine-tuned model
across datasets for a noticeable increase in accuracy to
further reduce costs.



1887. The company is called Columbia 
Records, and it was founded in 1887. Their 
Manhattan branch, located at 30th Street in 
New York, was the site for the recording of 
the live album Park Avenue South by Dave 
Brubeck and his quartet. Confidence: 0.92

Columbia Records. According to the 
context Dave Brubeck and his 
quarter recorded an album in 

Mahnattan for this record. 
Confidence: 0.8

1920. According to the context, this 
is the year Dave Brubeck performed 

in Mahnattan on 30th street. 
Confidence: 0.4

Round 0

1887. After seeing the answers provided by 
other agents, I am certain my original 

answer was correct because Columbia 
Records was founded in 1887

Columbia Records. Other agents 
misinterpret the question to answer 
years when the question is asking 
for the record where Dave Brubeck 

performed. 

1920. After seeing answers from 
other agents, I am confident that my 

answer about the year is correct. 

Round 1

Question: In what year was the company founded whose Manhattan branch was the site for the 
recording of the live album, Park Avenue South, by Dave Brubeck and his quartet? Gold anwer: 1887

Figure 8: Example debate stall that initiates a trigger

1887. The company is called Columbia 
Records, and it was founded in 1887. Their 
Manhattan branch, located at 30th Street in 
New York, was the site for the recording of 
the live album Park Avenue South by Dave 
Brubeck and his quartet. Confidence: 0.92

Columbia Records. According to the 
context Dave Brubeck and his 
quarter recorded an album in 

Mahnattan for this record. 
Confidence: 0.8

1920. According to the context, this 
is the year Dave Brubeck performed 

in Mahnattan on 30th street. 
Confidence: 0.4

Round 0

1887. After seeing the answers provided by 
other agents, I am certain my original 

answer was correct because Columbia 
Records was founded in 1887

Columbia Records. Other agents 
misinterpret the question to answer 
years when the question is asking 
for the record where Dave Brubeck 

performed. 

1920. After seeing answers from 
other agents, I am confident that my 

answer about the year is correct. 

Round 1

1887. The record is Columbia records. They 
were founded in 1887. 

1887. First, I found that Dave 
Brubeck recorded in Manhattan for 

the company Columbia Records. 
Then I found that it was founded in 

1887.  

1887. I discovered that Dave 
Brubeck recorded in Manhattan for 
Columbia Records, and later found 
that the company was founded in 

1887

Round 2

Question: In what year was the company founded whose Manhattan branch was the site for the 
recording of the live album, Park Avenue South, by Dave Brubeck and his quartet? Gold anwer: 1887

Question: First, identify the company whose Manhattan branch hosted Dave Brubeck's live 
album Park Avenue South. Then, determine the year the company was founded and output that 

as one number. 

Figure 9: End-to-end debate with trigger and consensus reached after prompt optimization



L Model Prompts

We provide the various prompts used in this study.
Detailed prompts and implementation can be found
on our Github.

Phase 1: Initial Responses

Prompt Template
< question >, < context >

Please provide an answer to the question
after ’##Answer’. Provide an explanation
for your answer after ’##Explanation’
Evaluate your confidence level (between
0.0 and 1.0) to indicate the possibility that
your answer is correct and provide it after
’##Confidence’.

Phase 2: Multi-agent Debate

Prompt Template
< question >, < context >

Here are responses provided by other agents.
Please update your responses if necessary.
Clearly explain what you agree with and
disagree with in your explanation. Provide
your answer after ’##Answer’, and explana-
tion after ’##Explanation’
< Agent1 > said the answer is
< answer1 > and their explanation
is < explanation1 > with confidence
< confidence1 >

< Agent2 > said the answer is
< answer2 > and their explanation
is < explanation2 > with confidence
< confidence2 >
...

Judge

Prompt Template
< question >, < context >

Here are responses provided by agents in a
debate about the question above. You are a
judge. Please select the correct answer to
your best judgment.
< Agent1 > said the answer is
< answer1 > and their explanation
is < explanation1 > with confidence
< confidence1 >

< Agent2 > said the answer is
< answer2 > and their explanation
is < explanation2 > with confidence
< confidence2 >
...

Baseline: Zero Shot

Prompt Template
< question >, < context >

Please provide an answer to the given ques-
tion.

Baseline: 5-Shot Chain-of-thought

Prompt Template
Question: < question1 >
Answer: < answer1 >
Question: < question2 >
Answer: < answer2 >
Question: < question3 >
Answer: < answer3 >
Question: < question4 >
Answer: < answer4 >
Question: < question5 >
Answer: < answer5 >

Think step by step to solve the given
question using the provided examples for
reference

Question: < question >



Baseline: SR + SC

Prompt Template
< question >, < context >

Generate a well-reasoned response to the
given question. After producing an initial
answer, critically evaluate it for clarity, ac-
curacy, and logical consistency. Identify
any weaknesses or areas for improvement,
then refine the response accordingly. Fi-
nally, generate multiple variations of the
refined answer and compare them, select-
ing the most consistent and well-supported
version as the final response.
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