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Abstract. Gang-related homicides account for a significant proportion
of criminal activity across the world, especially in countries of Latin
America. They often arise from territorial fights and, distinct from other
types of homicides, are characterized by area-specific risk indicators. Cur-
rent crime modeling and prediction research has largely ignored gang-
related homicides owing to: (i) latent dependencies between gangs and
spatial areas, (ii) area-specific crime patterns, and (iii) insufficiency of
spatially fine-grained predictive signals. To address these challenges, we
propose a novel context-aware multi-task multi-level learning framework
to jointly learn area-specific crime prediction models and the potential
operating territories of gangs. Specifically, to sufficiently learn the finer-
grained area-specific tasks, the abundant knowledge from coarse-grained
tasks is exploited through multi-task learning. Experimental results using
online news articles from Bogotá, Colombia demonstrate the effectiveness
of our proposed method.
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1 Introduction

Homicidal violence is concentrated in the Americas [1], especially in Latin Amer-
ican and Caribbean countries [2]. Gang wars, involving narco businesses, are the
key contributors to Latin America’s homicidal violence problem. Similarly, 90%
of gun violence can be attributed to gangs in the United States [3]. Existing
homicide prediction research mostly ignores gang involvement and spatial het-
erogeneity of crime indicators within cities. Often a country or a city has crime
pockets dominated by local gangs which are likely to influence the crime scene
of neighboring areas. In this study, we aim to identify patterns of activities in
multiple locations as indicators for future events. For instance, the arrest of a
gang leader could incite aggression by rivals gangs in the neighborhoods, leading
to homicides.
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Forecasting gang-related homicides from online news demands several chal-
lenges to be solved: 1) Scarcity of fine-grained location information. City-
level news articles report local crimes as well as crimes with nationwide impact.
Although there may be a reasonable amount of city-level data available from city-
level newspapers, dividing them into even finer levels, i.e., suburbs within a city,
often suffers from data scarcity. 2) Heterogeneity of geographical locations.
Although nearby locations may be influenced by the same regional phenomena,
each region has its own exclusive set of characteristics and principle actors affect-
ing that particular region. Accounting for this location heterogeneity is crucial
in predicting future area-specific homicidal violence. 3) Multi-resolution fea-
ture structure. The set of keywords in the homicide-reporting news articles
often exhibit a subtle hierarchical structure. On top is the common homicide
and violence related keywords, area-specific entity names and keywords lie at
the bottom level. A model, trained on a global set of keywords, is unlikely to
learn this two-level feature structure. In order to address these challenges, we
propose a novel multi-task learning framework that learns area-specific patterns
for predicting area-specific violence intensity attributed by gang-homicides. The
study was carried out on Bogotá, a Colombian city with a high level of violent
crime [1].

2 Related Work

Hotspot mapping is one of the most popular approaches for mapping crime-
prone locations [4, 5]. Crime has also been predicted using time series model
ARIMA [6]. Twitter has been effective in identifying risk indicators [7, 8]. The
crime prediction literature has featured a variety of methods such as regression
models [9], Bayesian approaches [10] and neural networks [11].

Of all the crime prediction models, only a handful of them focus solely on
homicide. The use of hotspot maps to predict homicide and gun-crime can be
found in [12]. Berk et al. [13] studied murder rates among probationers and
parolees. Nineteen years of data were utilized to forecast homicide, robbery,
burglary, and motor vehicle theft in [14].

Multi-task learning (MTL) is concerned with learning multiple related tasks
simultaneously to achieve a better generalization performance [15]. Different as-
sumptions on task relatedness result in different MTL strategies. For instance,
assumptions can be made that the task parameters share a common subspace
[16], or that they use a tree-structured model to share a common underlying
structure [17]. MTL has been successfully employed in various applications in-
cluding text classification, natural language processing, and computer vision.

3 Problem Formulation

We learn two different sets of keywords for two different levels of features: area-
agnostic common keywords such as ‘cocaine’ (cocaine), ‘levantón’ (kidnapping),
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‘sicarios’ (hitmen), and area-specific keywords focusing on gangs based on spe-
cific locations. Given a geographical region, the set of newspaper articles pub-
lished in the past h days covering the news focused on the i-th area in that
region is denoted by Xi = {xi,1, xi,2, . . . , xi,h}, where xi,j denotes a collection
of news articles published on day j based on the i-th area. Violence intensity
over a window of w days is denoted by Y (1). The number of homicides per day
is denoted by Y (2). The prediction problems can be formulated as two different
mappings. Firstly, we seek to learn f : Xi → Y (1)

i,h+k, where the right hand
side denotes the intensity of violence in the i-th area, predicted k days before
the target time window by reading past h days of news articles (classification
problem). Another function f : Xi → Y (2)

i,h+k maps the sets of news articles
from past h days to the number of homicides that may be committed in future,
again k days in advance (regression problem). From the ground truth data, we
compute homicide statistics such as the average and median of actual number of
homicides over our study period in each area. If the average number of homicides
committed over a given time window exceeds the median, we identify a ‘large
scale’ violence for that time period. Otherwise, it is ‘small scale’. History days,
denoted by h, refers to the number of days’ articles in the past that the model
would use to make a prediction. Lead time, denoted by k, refers to how many
days in advance the model would make a forecast.

4 Models

We model S different tasks for S different locations. Our proposed strategy
simultaneously learns models for all S locations in a multi-task feature learning
framework. We divide our feature matrix W row-wise into G and R such that R
rows follow the top G rows as shown in Figure 1. G denotes the general features
and R denotes the area-specific features. Our model minimizes the following:

min
W

f(W ) + λ1g1(G) + λ2g2(R), (1)

where f(W ) is the empirical loss. We use the least squares loss which is smooth
and convex. gi represents the regularization function. The tunable parameter
λi controls the model sparsity and balances the emphasis between the loss and
the penalty. We propose: I) multi-level multi-task (MLMT) model, and II) con-
strained multi-level multi-task (cMLMT) model that simultaneously learn fea-
tures for all areas in a multi-task, multi-level feature learning framework.

4.1 MLMT Model

We apply regularization at two levels to capture the multi-level feature rep-
resentation. The models need to be able to take advantage of shared common
features across locations and learn location-specific features. We apply `2,1-norm
to jointly learn a set of across-task features. Area-specific features for each task
are selected in the next level when we directly apply `1-norm regularization on
gang-related feature set R. The objective function for our proposed model is:

min
W=[G;R]

∑S

s=1
L(f(Xs,Ws), Ys) + λ1‖G‖2,1 + λ2‖R‖1 . (2)
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S denotes the total number of tasks. L denotes the loss function. λ1‖G‖2,1
denotes the `2,1-norm on G. λ2‖R‖1 is the `1-norm regularization which enforces
individual sparsity on each task. λ1 controls the group sparsity, and λ2 controls
sparsity in area-specific features. The `2,1-norm on G makes the model select
a common set of features for all the tasks while `1-norm on R learns features
exclusively associated with each area.

Fig. 1. Illustration of MLMT. Each column represents a model for an area. The rows
represent the feature vectors. The general features are specified by first G rows. The
area-specific features are represented by the rest (R rows).

4.2 cMLMT Model

This model offers a way to constrain the feature learning process. It is often
desirable to identify the level of correlation between gangs and locations. In this
formulation, we prohibit the area-specific features to take on negative scores.
As a result, they become either zero or take on positive weights. This affects
the overall scores distribution across tasks. As the models try to minimize the
empirical loss, the gang-area correlation, modeled by area-specific features, are
rearranged in such a way that the empirical loss do not increase significantly.
The resulting area-specific weights offer insight into each gang’s contribution in
the ongoing violence in each location. Below is the constrained form of MLMT:

minW=[G;R]

∑S

s=1
L(f(Xs,Ws), Ys) + λ1‖G‖2,1 + λ2‖R‖1 .

s.t. R ≥ 0 (3)

5 Algorithm

Both of our optimization problems have two non-smooth terms. Equation (3) is
a constrained form of equation (2) such that R ≥ 0. To solve these problems, we
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develop an algorithm based on proximal gradient descent. The basic idea is to
first use the gradient at the current search point and apply proximal operator on
W i − 1

L∇F (W i) to find an approximate solution point. In other words, we find

an approximate solution point by applying proxλg(W
i − 1

L∇F (W i)). This is a
gradient step towards the optimal solution point. Line 5 of our algorithm can also
be viewed as proximal operator of first order approximation. The approximate
solution point found in the current iteration would be used as the current search
point in the next iteration. The step size is 1

L , and L is determined by a line
search method. The details are given in Algorithm 1 where,

∇F (W ) = X(XTW − Y ) . (4)

Note that we divide W into G and R such that W = [G;R]. We have two

Algorithm 1 The Proposed Algorithm

Require: : X, Y, ρ, η > 1
Ensure: : solution W
1: Initialize W 0, η = 0.5
2: for i← 1, 2, 3, . . . do
3: Initialize L = 1
4: repeat
5: Ŵ i ←W i − 1

L
∇F (W i) . Ŵ i = [Ĝi; R̂i]

6: Gi ← prox2,1(Ĝi)
7: Ri ← prox1(R̂i)
8: L← ηL
9: until line search criterion is satisfied

10: if the objective stop criterion is satisfied then
11: Return W i

12: end if
13: end for

sub-problems to solve: proximal `2,1 regularized problem in line 6 and proximal
`1 regularized problem in line 7, both of which have closed form solutions. We
solve the proximal operator with `2,1-norm on G by,

Prox2,1(G) = (max(‖G‖2 − λ, 0)/‖G‖2)G . (5)

Juxtaposition of two quantities implies matrix multiplication. Recall that G is
the set of general features that occupies the top G rows in our feature matrix.
For proximal of `1 on R, the closed form solution is given by,

Prox1(R) = sign(R).max(abs(R)− λ, 0) . (6)

The dot denotes element-wise multiplication. For the constrained optimization
problem given in (3), the solution to proximal operator with `1-norm is given
by,

Prox1(R) = max(abs(R)− λ, 0) . (7)

In every iteration, the algorithm finds an approximate solution point that gets
closer to the optimal solution point. The algorithm iterates until the optimal
point is found, or the maximum number of iteration is reached.
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6 Experiments

6.1 Dataset

The experiments were carried out on 10,672 newspaper articles collected from
several news agencies such as El Colombiano, El Universal, RCN Radio, El
Tiempo, El Confidencial, NTN24, and El Nuevo Herald between April 2015 and
May, 2016. The articles were in Spanish. We used police records on homicides in
Bogotá for evaluating our model’s performance.

6.2 Data Preprocessing

We worked on three regions in Bogotá: far Northwest, center and center south,
and far south. Often the articles refer to multiple locations We use the geomet-
ric median of the GPS coordinates of the localities appearing in an article to
determine the finer-grained location information. Each news article is assigned
a location based on the geometric median, m, of the GPS locations, L, of the
areas mentioned in that news article.

m = argmin
x∈L

∑
y∈L

distance(x, y), (8)

where distance(x, y) is the orthonormic distance calculated using Vincentry’s
formula [18]. There is a possibility that some news articles are not assigned to
any of our three target areas even though it may belong to one. To compensate
this situation, we accommodate a fourth task that contains all the news articles
that are based on Bogotá, but are not assigned to any of our three pre-defined
regions.

6.3 Experimental setup

We denote ‘large scale’ violence by 1, and ‘small scale’ violence by 0. Our model
outputs either 0 or 1 in the violence intensity setting. Examples of general key-
words can be found in Sect. 3. For area-specific features, we use names of gangs,
armed groups, and members of those groups such as ‘Los Rastrojos’, ‘Clan
Úsuga’, ‘Pastor Alape’, which are either drug-trafficking paramilitary groups
or members of those groups.

The input for each task is an n × m matrix where n denotes the number
of input samples, and m denotes number of features. Each input sample ( i.e.,
row) is constructed by counting the frequencies of the features occurring in the
news articles published in past h days starting from a particular date. Each
cell in that row, therefore, represents the frequency of a specific feature (i.e.,
general keyword or area-specific keywords) in the news articles over the same
time period. Imagine a sliding window that starts from the starting date of the
training period with a window width of h. We slide this window over time until



7

the right end of that window touches the end date of the training period. While
the window slides, the input matrix gets constructed.

We have three tunable parameters in our model: lead time k, history days h,
and time window w are the tunable parameters. As an example, if k is 3, h is 5,
and w is 4, then the model will read past 5 days of news articles to predict the
violence intensity over 4 days; the prediction will be made 3 days in advance.
Changing the values of these variables would yield different models, each having
their own specification of lead time, time window, and history days. In this
article, we show the results when k = 1, h = 5, and w = 2. The regularization
parameters λ1 and λ2 were selected via a 5-fold cross-validation.

6.4 Comparison Methods

For the classification task, we compare our proposed models with Support Vec-
tor Machine (SVM), Logistic Regression, regularized LASSO and the baseline
approach monotonic multi-task (MMT) given by:

min
W

∑S

s=1
L(f(Xs,Ws), Ys) + λ‖W‖2,1 . (9)

The baseline method does not distinguish between general and area-specific fea-
tures. The regularization parameter λ was selected via a 5-fold cross-validation.
These models are area-ignorant in the sense that they do not capture the multi-
level feature structure. We use an L2-penalized logistic regression and the lib-
linear solver. For the SVM, we use the radial basis function (rbf) kernel with
co-efficient gamma set to 0.7. The regularization parameter λ for LASSO were
determined via 5-fold cross-validation. For the regression task, we compare our
model with seasonal ARIMA and Support Vector Regression (SVR). We use the
police record data to build the seasonal ARIMA model. For SVR, we use the rbf
kernel with the penalty parameter set to 0.8. Note that the parameter values for
the comparison methods were selected by a trial and error method. We select
the values that give the best performance for each comparison model.

6.5 Results and Discussion

For the homicidal violence prediction task, we consider four performance metrics:
precision, recall, F1-score, and ROC AUC (Area Under the Receiver Operating
Characteristic Curve). Table 1 shows the performance comparisons between our
proposed model and the comparison methods for the classification task. The
results show that our proposed model MLMT performs better, on average, than
other methods. MLMT outperforms the baseline method by 5% to 10% in pre-
cision, recall, and F1-score in Area 1. In Area 3, the baseline is outperformed by
MLMT by 10.3% to 20.8% in precision, recall, F1-score, and AUC. This implies
that each location does have its own specific factors that affect the intensity of
homicide-induced violence in that area.

Table 2 shows a performance comparison for the regression task. We use
RMSE and MAE as the performance metrics. Note that the seasonal ARIMA
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Table 1. Violence intensity prediction performance comparison (precision, recall, F1-
score, AUC).

Methods Area 1 Area 2 Area 3 Area 4
p,r,f1,auc p,r,f1,auc p,r,f1,auc p,r,f1,auc

Logistic Regression 0.44,0.5,0.47,0.23 0.40,0.41, 0.40,0.46 0.46,0.46, 0.46,0.49 0.49,0.49, 0.49,0.57

SVM 0.44,0.5,0.47,0.35 0.22,0.5,0.31,0.53 0.4,0.5,0.44,0.59 0.79,0.51,0.62,0.57

LASSO 0.47,0.44,0.46,0.45 0.50,0.50,0.50,0.47 0.59,0.58,0.59,0.59 0.51,0.51,0.51,0.51

MMT 0.64,0.83,0.72,0.97 0.69,0.72,0.71,0.77 0.69,0.81,0.75,0.79 0.66,0.68,0.67,0.69

MLMT 0.74,0.88,0.81,0.97 0.69,0.72,0.70,0.78 0.71,0.83,0.76,0.80 0.65,0.67,0.66,0.7

cMLMT 0.64,0.83,0.72,0.94 0.67,0.71,0.69,0.72 0.68,0.79,0.73,0.79 0.64,0.64,0.64,0.69

Table 2. Homicide count prediction performance comparison (RMSE, MAE).

Methods Area 1 Area 2 Area 3 Area 4
rmse,mae rmse,mae rmse,mae rmse,mae

SVR 0.87, 0.75 1.58, 1.25 1.65, 1.34 1.65, 1.34

SARIMA 0.11, 0.01 0.88, 0.62 0.81, 0.60 0.79, 0.56

LASSO 0.37, 0.14 0.92, 0.64 0.52, 0.27 1.37, 0.86

MMT 0.28, 0.08 0.53, 0.29 0.37, 0.14 0.60, 0.36

MLMT 0.26, 0.07 0.54, 0.29 0.36, 0.13 0.60, 0.37

cMLMT 0.28, 0.08 0.55, 0.30 0.38, 0.14 0.61, 0.38

model was not constrained with history days and lead time. It enjoyed as much
data as we had for the training period with no restriction on history days, which
may have attributed to better RMSE and MAE scores for Area 1. However, if
we compare MLMT with only the baseline MMT, it outperforms the baseline.
We present a comparison of the performances by varying lead time in Fig. 2.

Fig. 2. Visualization of performance comparison. F-measure comparison when the lead
time varies (left) and AUC comparison when the number of history days varies (right).

History days was fixed to 5. Figure 2 (left panel) shows that the MLMT model
achieves better F1 score than the others, especially with increased lead time.
This is explained by the fact that a precursor incident such as an arrest or a
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Table 3. Model-selected top 4 area-specific features

Area 1 Area 2 Area 3 Area 4

Mao Roman Ruiz El Médico ELN

Clan Úsuga AUC EPL Otoniel

Comba FARC El Coronel FARC

Omar clan Úsuga Roman Ruiz El Coronel

murder committed by a rival group will not necessarily generate an immediate
reaction. Often, the rival group’s attempt to take control of a local business
controlled by another group, or a retaliatory murder may take some time to
happen. This gap between an event and the reactive violence may be a reason
for why the models generally perform better with an increasing lead time.

Figure 2 (right panel) also shows a performance comparison in AUC when the
number of history days varies. Lead time was fixed to 1 day with varying number
of history days. We compare only the baseline method and MLMT since other
models perform worse. Figure 2 shows that MLMT mostly performs better, or
no less than the baseline method. This consistency in better F1 score and AUC
when the lead time and history-days vary shows the necessity of capturing the
multi-level feature structure for predicting gang-related homicides.

Table 3 shows the model-selected gang-related features. While the general
keywords present an area-agnostic global view of the feature space, the gang-
related features demonstrate a subtle dependency on the spatial areas. For in-
stance, violence in Area 2 connects highly with three armed groups: FARC,
AUC (Autodefensas Unidas de Colombia), and Clan Úsuga. AUC was a rival of
FARC, and Clan Úsuga emerged when AUC was being demobilized. While Clan
Úsuga is also a top contributor to violence in Area 1 with its leaders Omar and
Mao, another group Rastrojos also contributes via its leader Comba in the same
area. Rastrojos is a rival of Clan Úsuga. Rivalry leads to more violence in gen-
eral. We find a different group EPL (Ejército Popular de Liberación) affecting
Area 3. FARC is also present in Area 4 together with its another former rival
ELN (National Liberation Army). The rest in Table 4 are members of the afore-
mentioned groups. The area-agnostic features together with these gang-related
area-specific features indicate a multi-level feature structure. Note that the sets
of top contributors for each task are mostly different from each other.

7 Conclusion

We present a novel approach that learns features at two different resolutions
to predict gang-homicide and violence intensity. Existing homicide prediction
works do not distinguish between shared common information across locations
and location-specific information. Our proposed method addresses these issues
by simultaneously learning models for multiple tasks while capturing the multi-
level structure of the features. Empirical results show that our proposed model
can effectively predict gang-homicides and homicidal-violence intensity.
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