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Abstract

Distributed Denial of Service (DDoS) attacks con-
tinue to plague the Internet. Defense against these at-
tacks is complicated by spoofed source IP addresses,
which make it difficult to determine a packet’s true ori-
gin. We propose Pi (short for Path Identifier), a new
packet marking approach in which a path fingerprint is
embedded in each packet, enabling a victim to identify
packets traversing the same paths through the Internet
on a per packet basis, regardless of source IP address
spoofing.

Pi features many unique properties. It is a per-packet
deterministic mechanism: each packet traveling along
the same path carries the same identifier. This allows
the victim to take a proactive role in defending against
a DDoS attack by using the Pi mark to filter out packets
matching the attackers’ identifiers on a per packet basis.
The Pi scheme performs well under large-scale DDoS
attacks consisting of thousands of attackers, and is ef-
fective even when only half the routers in the Internet
participate in packet marking. Pi marking and filtering
are both extremely light-weight and require negligible
state.

We use traceroute maps of real Internet topologies
(e.g. CAIDA’s Skitter [5] and Burch and Cheswick’s In-
ternet Map [3, 14]) to simulate DDoS attacks and vali-
date our design.

1 Introduction

Distributed denial of service (DDoS) attacks continue
to plague the Internet. In a typical DDoS attack, at-
tackers compromise multiple machines and use them to
send large numbers of packets to a single victim server
to overwhelm its capacity. For example, on October 21,
2002, an attacker flooded the root DNS servers with traf-
fic in an effort to deprive the Internet of the DNS name
lookup service (which would have paralyzed the major-
ity of Internet applications). Only five out of thirteen

root servers were able to withstand the attack [22]. Pre-
viously, DDoS attacks had shut down several large In-
ternet sites, such as Yahoo! and eBay.

As an increasing number of businesses and services
depend on the Internet, safeguarding them against at-
tacks is a priority. Some critical infrastructures - for
example, emergency telephone response (911) - increas-
ingly rely on the Internet for communication and coor-
dination [25]. Clearly, critical services demand effective
countermeasures against DDoS attacks.

One challenge in defending against DDoS attacks
is that attackers often use spoofed source IP addresses
(hereafter referred to as spoofed IP addresses) which
make it difficult to identify and block their packets un-
der the current Internet infrastructure. Because of the
importance and urgency of the DDoS problem, many re-
searchers have studied countermeasures (we review their
efforts in Section 7). A common solution in proposed
systems is a traceback mechanism that has routers mark
information on packets en-route to the victim, who can
then use that information to reconstruct the path that the
packets take from the attacker through the Internet, de-
spite IP address spoofing. The path information obtained
by the traceback mechanism can then be used to install
network filters upstream from the victim to block attack
traffic. The common assumption in these mechanisms
is the need to reconstruct the exact path (or a path pre-
fix) to the attacker in order to defend the victim. Most
of these mechanisms (with the exception of [34]) also
assume that the victim only initiates the traceback or
passively receives traceback information, but does not
otherwise actively participate in packet filtering. These
assumptions cause the following problems:

• The victim must receive large numbers of packets
before it is able to reconstruct the path that they are
taking.

• Routers and/or victims need to perform non-trivial
operations in marking packets or in reconstructing
paths.
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• Network filtering is done on a per-flow or per-
network basis using coarse identification criteria,
rather than on a per-packet basis.

• The victim has to rely on upstream routers to per-
form packet filtering, even once the attack paths
have been identified.

In this paper, we present a new approach for defend-
ing against DDoS attacks that does not rely on these
assumptions. We observe that reconstructing the exact
path to the attacker is not necessary in defending against
a DDoS attack - we only need to get an indication of the
particular path that attack packets take. In addition, be-
cause our approach transmits path information in each
packet, the victim can filter packets itself, based on its
knowledge of the path information carried by a single
prior attack packet.

Our approach embeds in each packet an identifier
based on the router path that a packet traverses. The
victim need only classify a single packet as malicious
to be able to filter out all subsequent packets with the
same marking. What makes this possible is that our
packet marking is deterministic - all packets traversing
the same path carry the same marking. All previous
marking schemes that we are aware of are probabilis-
tic in nature, in which the victim needs to collect a large
number of packets to reconstruct the path. In our ap-
proach, a path identifier fits within a single packet so
the victim can immediately filter traffic after receiving
just one attack packet. Our scheme is extremely light-
weight, both on the routers for marking, and on the vic-
tims for decoding. The router marking in our scheme is
also robust to the presence of legacy routers and shows
strong incremental deployment properties. Finally, our
scheme can also be used to enhance the effectiveness
of other DDoS countermeasures, for example, the Push-
back framework [15, 20], as we discuss in Section 8.2.

The remainder of the paper is organized as follows:
in Section 2 we classify different DDoS attacks and pro-
vide some assumptions that we use to help explain the Pi
scheme. In Section 3 we provide a high-level overview
of the Pi scheme and what makes it unique from previ-
ously proposed DDoS defense schemes. In Section 4 we
present the packet marking algorithm that we propose
to deploy on Internet routers. In Section 5 we discuss
packet filters that use Pi marks to effectively filter attack
traffic in DDoS attacks. In Section 6 we present a DDoS
model and experiments showing the Pi scheme’s perfor-
mance under a DDoS attack. In Section 7 we cover re-
lated work that has been done in the field of DDoS de-
fense and monitoring. We discuss further applications
and improvements to Pi in Section 8 and Section 9 con-
cludes the paper.

2 Problem Statement and Assumptions

Our proposal seeks to prevent DDoS attacks which
use packet floods to consume network and server re-
sources. We classify these attacks as follows:

• Network Resource Attack. In this attack, the at-
tacker sends many useless packets to the victim
server with the intention of depleting the network
bandwidth connecting the server to the rest of the
Internet. If this attack succeeds and network band-
width is sufficiently depleted, legitimate users ex-
perience severe or complete service degradation be-
cause their packets are unable to reach the server.

• Server Resource Attacks.

– Server Processing Attack. In this attack, sim-
ilar to the Network Resource Attack, the at-
tacker sends many useless packets with the
intention of overwhelming the victim server’s
ability to process the increased load of pack-
ets. The server is then forced to drop incom-
ing packets indiscriminately, and thus legiti-
mate users experience service degradation or
failure.

– Server Memory Attack: In this attack, the at-
tacker takes advantage of ambiguities in pro-
tocols to deplete the victim server’s memory.
Ambiguities can range from the reservation
of resources for half-open connections (TCP
SYN flooding attacks [6, 29]) to the buffer-
ing of packet fragments for a packet which the
attacker will never completely send (IP frag-
mentation attacks). Researchers often pro-
pose computational solutions for this class of
attacks [10, 12, 17]. We do not discuss these
attacks further in this paper.

In dealing with the above attacks, we assume that the
Pi filter, which uses Pi markings to make per-packet ac-
cept/drop decisions, can be deployed either on the vic-
tim’s machine or, preferably, on a dedicated machine
such as a modified firewall, and placed in the path to the
victim server. In the case of a network resource attack,
we assume that a Pi filter is deployed on the ISP’s side of
the last-hop link, and can thus filter packets before they
consume the victim’s network bandwidth.

We assume that routers are capable of marking the IP
Identification field of all packets that they forward, pro-
vided that the marking algorithm is reasonably small in
both processor and memory usage. Using the IP Iden-
tification field for packet marking is widespread in the
literature, first proposed by Savage et al. [27, 28] and
later in several other works on IP traceback [1, 30, 31].
Lastly, even though different routers may decrement the
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TTL field differently, we assume that each router has
a stable policy and decrements the TTL field in a con-
sistent manner. This assumption is consistent with the
implementations of most routers.

3 Design Motivation

IP traceback methods provide the victim of a DDoS
attack with a way to reconstruct the path of attack pack-
ets through the Internet to its attackers. Presumably,
with this information, the victim can request that up-
stream ISPs deploy packet filters to drop packets orig-
inating from the attacking networks and destined for the
victim. Typically, this path reconstruction is accom-
plished by having routers mark each packet that they
forward in transit to the victim with some fragment of
their IP address. These fragments can be used by the
victim to reconstruct the IP addresses of the routers in
the path that the packet traverses. Because there is no
space defined in the IPv4 header to record these mark-
ings, some header information must be overwritten to
mark packets in this fashion. Savage et al. [27, 28] ar-
gue that the IP Identification field is a good candidate for
this use, however, this field is only 16 bits long. As we
show in Figure 1, the average path length in our sample
Internet data sets (taken from Burch and Cheswick’s In-
ternet Mapping Project [3, 14] and from CAIDA’s Skit-
ter Map [5]) is approximately 15 hops. The combined IP
addresses of every router on an average hop-length path
requires:

15( hops
path ) · 32( bits

hop )

16( bits
packet )

= 30
packets

path

Of course, this represents the ideal lower bound on
the number of packets required to reconstruct a single
path. The problem is made more difficult by the limited
resources and strict performance requirements of mod-
ern Internet routers. Internet routers are assumed to be
incapable of tracking specific packet flows or keeping
statistics based on the content of the packets they for-
ward, because such features would cripple router perfor-
mance. Therefore, it is impossible for routers to coor-
dinate the piecewise delivery of traceback fragments to
the victim. Probabilistic solutions deal with these per-
formance constraints by lowering the efficiency of the
traceback data transmission so that routers need not per-
form steps more computationally expensive than a coin
toss per packet forwarded. This results in redundant in-
formation being sent to the victim, or new information
being overwritten by different routers along the path be-
fore arriving at the victim. In general, probabilistic solu-
tions perform significantly worse than the lower bound
presented, requiring anywhere from thousands to mil-
lions of packets to reconstruct a single attack path, of
which there can be thousands in a large DDoS attack.
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Figure 1. Distribution of internet path
lengths using the Skitter Map and the In-
ternet Map.

We propose dealing with the DDoS attack problem in
a different way. We concede that reconstructing the path
to the attackers in a DDoS attack is hard given the space
restrictions of the IPv4 header and the resource limita-
tions of Internet routers. Furthermore, since DDoS at-
tackers are often compromised machines, co-opted by
a group of hackers exploiting other security vulnerabil-
ities, there is little incentive for the victim to identify
specific attacker machines other than the need to drop
incoming packets from those machines without consum-
ing significant server resources. If each packet from the
attackers could be identified by some distinctive mark-
ing, then the victim could drop such packets by only
looking at their marking value.

To illustrate what we mean by the term distinctive
marking we take the case of the Internet modeled as a
complete-binary tree, rooted at the victim server, with
n nodes at the leaves. In this case, each path from a
leaf node to the root can be uniquely represented by
�log2(n)� bits. Using the estimated current size of the
Internet [7] as n, we get �log2(162, 128, 493)� = 28 bits
to uniquely represent each possible path from Internet
end-hosts to our victim. Although this model is an ex-
ceedingly simple representation of the Internet, we use it
to illustrate that path information need not be exclusively
constructed of router IP addresses and that using the no-
tion of a path identifier, we have reduced the necessary
information for a perfect identifier to less than twice the
available space agreed upon for packet marking in the
IPv4 header.

Unfortunately, 28 bits is still 12 bits more than are
deemed available for marking in the IPv4 header. The Pi
scheme attempts to construct a unique path identifier that
fits entirely in the 16-bit space of the IP Identification
field of a single packet. The Pi mark is deterministic,
so that a marking for a particular path remains the same
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Figure 3. Example of our initial marking scheme. The packet travels from the attacker A to the
victim V across the routers R1 to R5. Each router uses the TTL value of the packet to index
into the IP identification field to insert its marking. In this example we show a 1-bit marking in
a 4-bit field for simplicity.

P = Pi mark of the packet
n = number of bits each router marks

Pimark(P , TTL, Curr IP , n)
{

m = 2n − 1;
b = markingbits(Curr IP ) &m;
bitpos = (TTL mod 	 16

n 
)n;
b << bitpos;
m << bitpos;
return( (P & ∼m) | b );

}
Figure 2. The Pi Marking Algorithm

and each packet traversing that path will carry the same
mark. The Pi mark is generated piecemeal by the routers
along the path from end-host to victim. Because each
router has only local knowledge (last-hop, next-hop) of
a particular path, the marking for an entire path in Pi
is not guaranteed to be globally unique. However, we
show that a globally unique identifier is not necessary in
providing strong DDoS protection, and that the benefits
of having a single-packet, deterministic marking, allow
the victim to develop rapidly responsive packet filters to
protect itself during such attacks.

4 The Pi Marking Scheme

In this section, we present the Pi packet marking
scheme to be deployed on Internet routers. We assume,
for the moment, that all routers in the Internet implement

our scheme, however, in Section 6.5 we show experi-
mental results relating Pi’s performance to the percent
of non-marking routers in the Internet.

4.1 Basic Pi Marking Scheme

In its simplest form, we propose an n-bit scheme
where a router marks the last n bits of its IP address
in the IP Identification field of the packets it forwards.
To determine the location within the field to mark the
bits, we break the field into 	16/n
 different marking
sections, and use the value of the packet’s TTL, mod-
ulo 	16/n
 as an index into the section of the field
mark. Figure 2 shows the C code for the Pi basic mark-
ing scheme where the markingbits function simply re-
turns the IP address that is passed to it. Figure 3 shows
an example marking scenario, using 1-bit marking in
a 4-bit field. In the remainder of this section, we dis-
cuss the design decisions and some improvements to the
markingbits function that greatly enhance the unique-
ness of a particular Pi mark.

4.2 IP Address Hashing

We find that the distribution of the last bits of the IP
addresses of the routers from our sample Internet data is
highly skewed. This is problematic because if, for exam-
ple, ISPs tended to designate router IP addresses with the
last byte as 0, then many of our packet markings would
be zero, which would make the Pi markings for different
paths less likely to be distinguishable from each other.
Ideally, we would like to maximize the entropy of the
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Value Bit 0 Bits 1 to 0 Bits 2 to 0
0 80170 11993 3004
1 51095 39755 24725
2 68177 40213
3 11340 8483
4 8989
5 15030
6 27964
7 2857

Variance 422.7 · 106 731.1 · 106 178.9 · 106

Table 1. Distribution of the least significant
1 to 3 bits of the routers’ IP addresses from
the Internet Map data set.

bits that we mark with, to reduce the likelihood of mark-
ing collisions (where two different paths have the same
Pi marking). We show the distribution of the last bits of
the routers’ IP addresses from the Internet Map in Table
1.

To solve this problem, we have routers mark packets
using the last n bits from the hash of their IP addresses,
rather than from their IP addresses alone. By modifying
the markingbits function to return the MD5 [26] cryp-
tographic hash of the IP address, we achieve a nearly-
uniform distribution of the last bits of the hash. In an
actual router implementation of Pi, the router computes
the MD5 hash only once and not on a per-packet basis.

4.3 Edge Marking in Pi

We now describe a mechanism to increase the en-
tropy in an individual router’s marking. Consider the
fan-in topology shown in Figure 4. We compute the
probability that the victim cannot distinguish the mark-
ings of a packet that traverses routers R1 and R3 from
the markings of a packet that traverses routers R2 and
R3. Let M(Ri) be the n-bit marking that router Ri in-
serts. Assume that the n-bit marking is computed by the
hash mechanism described in Section 4.2 above. Be-
cause router R3’s marking will be present in both paths,
the probability that the markings for the two paths will
be indistinguishable is equal to the probability that the
markings of routers R1 and R2 are equal:

P [M(R1) = M(R2)] =
1
2n

If router R3 would adjust its marking, depending on
whether the packet came from router R1 or R2, then
the probability that we can distinguish the two paths in-
creases. Suppose that routerR3 marks the edge between
the last-hop router and itself such that packets arriving
from a router, RX , will be marked with M(RX →
R3) = H(RX || R3), where the function H returns

R1 R2

R3

a b

Figure 4. A Fan-In Topology.

the n least significant bits of the MD5 hash and ‘||’ rep-
resents concatenation. The probability that we cannot
distinguish the two paths now becomes:

P [ (M(Ri → R1) = M(Rj → R2))∧
(M(R1 → R3) = M(R2 → R3)) ] = 1

2n · 1
2n

= 1
22n

Edge marking decreases the probability that the
two paths have the same marking by a factor of
2n. We thus adopt the edge marking scheme in
Pi by changing the markingbits function call
in Figure 2 from markingbits(Curr IP ) to
markingbits(Curr IP, Prev IP ) and pass the
IP address of the last-hop router, Prev IP , as an
additional argument to the Pimark function.1

4.4 Suppressing Nearby Router Markings

The limited space in the IP Identification field causes
routers close to the victim to overwrite the markings
of routers farther away (assuming that the router path
is sufficiently long that the TTL mark insertion pointer
wraps around) from the victim. Unfortunately, the com-
mon markings of routers nearby to the victim may over-
write the distinguishing markings from routers farther
away, which causes many initially distinct paths to end
with the same Pi marking at the victim. We would like
a mechanism that suppresses routers close to the victim
from marking packets.

A simple mechanism to achieve this would be to have
a router not mark a packet if the destination IP address
of that packet matches a route obtained through an Inte-
rior Gateway Protocol (IGP). The Internet is composed
of many Autonomous Systems (AS) that run a variety of
IGP routing protocols internally (such as OSPF or RIP),
and then export address prefixes externally using the

1Note that the use of edge marking in Pi is different from its use
by Savage et al. [27, 28]. In Pi, we use edge marking to increase the
entropy of router markings, while Savage et al. use edge marking to
enable path reconstruction.

5
Proceedings of the 2003 IEEE Symposium on Security and Privacy (SP�03) 
1081-6011/03 $17.00 © 2003 IEEE 



Border Gateway Protocol (BGP). The use of BGP has
the effect of keeping routing tables small at lower tier
ISP networks, which only need to know internal routes
and a single route to all external addresses. This protocol
shift is useful to us because it marks the boundary of the
destination’s AS. Thus, once the route to a destination is
obtained through an IGP, all further routers in the path to
the victim are within that AS and under the control of a
single entity; which can presumably monitor local traffic
in a more direct way than a generalized, Internet scale,
packet marking scheme can. The important contribution
of this improvement is that it extends the perimeter of
our marking scheme from the victim to the AS bound-
ary, allowing node markings from routers closer to the
attacker to be preserved rather than overwritten by local
AS routers for which traffic analysis mechanisms may
already be in place.

However, there is a drawback to extending the non-
marking router perimeter too far from the victim. To
illustrate this, we take an attacker sending packets with
a randomized IP Identification field. Normally, this is
a weak attack, since the initial data in the IP Identifi-
cation field is overwritten by router markings along the
path to the victim. However, for each unmarked bit that
reaches the victim, the attacker can shift between two
different packet markings. Thus, there is a tradeoff be-
tween extending and contracting the non-marking router
perimeter, since this attack is only of concern for attack-
ers who are closer than 	16/n
 marking routers to the
victim. We note that it is a desireable property of Pi to
force attackers to attack from areas nearby in the net-
work topology, in order to be successful, because it is
assumed that victims have more control or are able to
better filter traffic from networks that are closer to them.

5 Filtering Schemes

Until this point, our discussion of the Pi scheme has
revolved around the marking process that occurs at the
routers along the packet’s path. Equally important, how-
ever, is a discussion of effective ways of using these
markings at the victim to filter out attack packets. The
simplest filter would have the victim record the packet
markings of identified attack packets and drop subse-
quent incoming packets matching any of those mark-
ings. In Section 5.1, we discuss an attack that an intelli-
gent adversary can execute on a victim using this filter,
and present a countermeasure called TTL Unwrapping
to defend against it. In Section 5.2 we present a more
sophisticated filter based on the concept of thresholds.
The design space of possible filter algorithms is quite
large, and we discuss some advanced filter designs in
Section 8.1.

5.1 TTL Unwrapping

We must assume that DDoS attackers will do every-
thing possible to increase the effectiveness of their at-
tacks. Just as attackers use IP address spoofing to evade
current packet filters, we assume that intelligent attack-
ers will attempt to jump between different packet mark-
ings at the victim so that their packets will not be eas-
ily identified. In Section 4.4 we examine the possibility
of an attacker randomizing its IP Identification field to
shift between different markings. However, this attack
would only benefit attackers closer than 	16/n
 mark-
ing routers to the victim. A stronger attack, which can
be effective regardless of the attacker’s distance from the
victim, is one where the attacker adjusts the initial TTL
of its packets.

The attacker can modify the initial TTL of its pack-
ets to have the first hop router start marking in any one
of the 	16/n
 sections of the IP Identification field. Be-
cause all routers along the path use the current TTL of
the packet to determine the location in the IP Identifi-
cation field to add their marking, the attacker can shift
between 	16/n
 different markings just by changing its
initial TTL. However, this TTL attack has only allowed
the attacker to shift the marking bits in its packets to the
left or right, not to change their individual values or rela-
tive ordering. We can use this to our advantage to devise
a countermeasure.

When the victim server (or the first non-marking
node in the case of marking suppression based on IGP
routes) receives a packet, it can examine the TTL value
and use it to find the oldest marking in the packet. This
is the marking that would be overwritten if the victim
were to mark the packet itself. The victim can use this
value to unwrap the bits of the packet by rotating them
so that the oldest marking is always in the most signifi-
cant bit position. Thus, no matter what initial value the
attacker chooses for its packets’ TTL, the markings are
always justified so that the oldest marking in the packet
appears in a constant location. We call this mechanism
TTL Unwrapping and assume that all victims implement
it in addition to any of the other filters we discuss.

5.2 Threshold Filtering

There is another attack on our filtering strategy,
which we call a marking saturation attack. In this at-
tack, a large number of attackers spread throughout the
Internet all send packets to a single victim in the hope of
having the victim classify every marking as an attacker
marking, and thus drop all incoming packets. This attack
requires an attacker of immense means, since it requires
at least 216 zombie nodes, distributed in such a way that
each attacker has a different Pi marking. However, de-
spite the improbability of this attack, it does illustrate a
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weakness in our filtering strategy: a single attack packet
with a particular marking can cause all other packets that
share the marking to be dropped by the victim, regard-
less of the proportion of attack packets to legitimate user
traffic.

We introduce the notion of threshold filtering to al-
low the victim greater flexibility in packet filtering. The
intuition behind threshold filters is that it may be in the
victim’s best interest to accept a small number of attack
packets if that allows it to accept a large number of le-
gitimate users’ packets. The threshold filter is simply
a value, kept for each possible marking, that represents
the maximum ratio of attacker traffic to all traffic with
a particular Pi marking that will be accepted before all
packets with that marking are dropped. For example,
a threshold value of 25% would allow a victim to ad-
mit all packets bearing a particular Pi marking provided
that attacker traffic comprises less than 25% of all traffic
bearing that marking. We implemented a global version
of the threshold filter, where all Pi markings share the
same threshold value. We tested the filters’ performance
at various threshold values and we discuss these experi-
ments and their results in Section 6.

6 Experimental Performance

In this section, we evaluate Pi’s performance under
DDoS attack. In order to evaluate Pi, we first explain
the specific parameters that we choose for the design
variables in the following section. We then present our
DDoS attack model and the performance metrics that we
measure. Finally, we present the results of our experi-
ments and apply the experiments to incremental deploy-
ment scenarios.

6.1 Pi Parameter Selection

In this section, we explain our selection of the pa-
rameters n, the number of bits per router mark; and o,
the number of hops away from the victim at which we
suppress packet marking.

In choosing n, we consider only n = 1 and n = 2 bit
schemes. There are two reasons for this choice. The first
reason is that we would like our packet marking to carry
information from a significant number of routers in the
path. In choosing what is significant, we decided that
at least a third of the routers in the path must contribute
marks that reach the victim. Otherwise, we are in dan-
ger of having a marking scheme that provides very de-
tailed edge markings, but only for four or less hops away
from the victim. The last four hops are of limited value
because they are likely to originate in a transit domain
from which a large percentage of the victim’s traffic ar-
rives anyway (it would do little good for an e-commerce
DDoS victim to drop all traffic from an Internet back-

bone, since the backbone is likely carrying most of its
customer base). We decided that fewer than 5 hops of
information (that is n > 3) would not provide sufficient
detail to differentiate attack and legitimate users’ pack-
ets. The reason that we eliminated n = 3 was that the
entire IP Identification field would not be used since 3 is
not an integer divisor of 16. The loss of one bit may not
seem significant, but it would limit our marking space to
215 = 32768 possible markings. This limitation would
make the effects of marking saturation more severe than
they otherwise would be, so we eliminated n = 3 as an
option as well. It is important to note that the number of
bits per router marking n, must be a globally imposed
constant in a deployed Pi system. We chose n = 1 and
n = 2 based on the Skitter [5] and Internet Map [14, 3]
data sets. It is possible that the real Internet topology
may be substantially different from this sample data, in
which case our choices will have to be revisited.

Unlike the choice of n, the value for o, the number
of routers away from the victim at which we stop mark-
ing, is not a globally imposed constant. Rather, each
organization can decide what value is best for itself, and
configure the routers within its control accordingly. The
benefit of choosing a large o value is that markings from
earlier in the path (closer to the attacker or user) will not
be overwritten by the routers close to the victim, which
presumably handle the majority of the victim’s traffic
anyway. However, choosing a large o has a drawback as
well. By pushing the perimeter of non-marking routers
farther from the victim, the number of routers that mark
the packet is reduced accordingly. Thus, it is more likely
that randomized attacker initialized markings will re-
main in the packet, thus allowing an attacker to jump
between markings even when on the same path. These
two contrasting characteristics cause us to pick different
o values depending on the n value that is chosen. For
n = 1 we need 16 routers to completely overwrite any
attacker initialized data. Thus, we would like a small o
value, so that as many routers as possible will mark the
packet. We therefore choose o = 0 (where all routers,
except the victim itself, mark packets) for our tests with
n = 1. For n = 2, however, we would like as large an o
value as possible, since only 8 markings fit into a single
packet and that is well short of the average path length
of 15 for our data sets. Unfortunately, it is difficult to de-
termine exactly what a reasonable number of hops away
from a victim are still under that victim’s administration.
Therefore, we have chosen a value of o = 3, based on
limited data from several traceroutes that we have
performed to large web servers (like Amazon.com), for
testing under an n = 2 bit scheme.

6.2 DDoS Attack Model

In order for a DDoS victim to protect itself against
attack packets, it must have a way to differentiate them
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from normal user packets. Recall that in Section 3 we
stated that such a method was required to identify the
packet markings that the victim will add to its attack
markings list. Once those markings are identified, it
is a simple matter to drop packets with the same mark-
ing by comparing incoming packet markings against the
markings in the attack list. It is outside the scope of
this paper to define an algorithm for attack packet iden-
tification (the reader is referred to [18] for a thorough
analysis of this problem). However, to incorporate the
use of this algorithm, we model our DDoS attack in
two phases. In the first phase, the learning phase,
all packets are assumed to be analyzed by the victim,
using the packet identification function that determines
whether the packet is an attack packet or a legitimate
user’s packet. In other words, the victim is temporar-
ily given the power to differentiate between legitimate
users’ packets and attackers’ packets. The victim is thus
able to generate an attack markings list. In the second
phase, the attack phase, the victim is presumably no
longer able to apply its packet identification function and
is forced to use the Pi filter based on the information it
has gathered in the learning phase.

6.3 Experiment Design and Performance Met-
rics

For our experiments, we choose 5000 paths at ran-
dom from one of our Internet data sets to act as legiti-
mate users. We choose our attackers in the same way,
but with the constraint that no path be chosen as both a
user and an attacker. Each end-host at a path, whether
user or attacker, sends three packets to the victim server
in phase one of the attack, and three packets in phase two
of the attack. We choose a three packet learning phase
to illustrate how quickly Pi filters can react to DDoS at-
tacks. A longer learning phase (which would almost cer-
tainly be the case in a real deployment scenario) would
only improve performance further, because the victim
would have more packet markings on which to base its
filtering decisions. As our performance metric, we cal-
culate the ratio of the number of attack packets accepted
by the victim to the total number of attack packets sent
(the attacker packet acceptance ratio) as well as the ratio
of the number of user packets accepted by the victim to
the total number of user packets sent.2 In some of our
results we show the acceptance ratio gap, which is sim-
ply the attacker packet acceptance subtracted from the

2The packet numbers used in our metrics are taken only from phase
two of the attack - after the attack packets have been identified. This
is a reasonable measurement of our scheme’s performance because
no DDoS protection mechanism that we are aware of can stop attack
packets before they are first classified as such (Ingress filtering, where
deployed, can stop attack packets with spoofed source IP addresses,
but still forces victims to identify malicious flows from attackers using
legitimate source IP addresses).

user packet acceptance. If the victim server where to
apply a completely random filter, then the user and at-
tacker packet acceptance ratios would be exactly equal,
so the acceptance ratio gap provides a metric that shows
how much better the Pi filter is performing compared to
no filter at all. Our results are presented in Figures 5
through 8 and discussed in the next two sections.

6.4 Results

In Figure 5 we see the n = 1 bit and n = 2 bit
schemes with a threshold of zero. These curves repre-
sent the strictest possible filtering in the Pi scheme: a
single attack packet with a particular marking received
during the learning phase of the DDoS attack causes all
packets with that marking to be dropped during the at-
tack phase. The attack packet acceptance ratio is due
to attackers located near enough to the victim that the
random data that they initialize into the IP Identification
field of their packets is not completely overwritten, al-
lowing them to jump to markings that were not recorded
by the victim in the learning phase of the attack. Be-
cause the n = 1 bit scheme requires twice the number
of marking routers as the n = 2 bit scheme to overwrite
such random data, its attacker acceptance ratio is larger.

The downward slope exhibited for the user accep-
tance ratio, in both schemes, is due to the increasing
number of attacker markings that collide with user mark-
ings, causing them to be dropped. This is an example of
the marking saturation effect which we discuss in Sec-
tion 5.2. Surprisingly, marking saturation also affects
attackers as well as legitimate users, as exhibited by the
downward slope of the attacker acceptance ratios in Fig-
ures 5a and 5c. With a larger number of attackers, attack
packets begin interfering with each other, in the sense
that an attacker a may shift between four markings, two
of which another attacker, b, is also shifting between.
Because both a and b send packets in the learning phase,
it is more likely that the overlapping markings will be
received by the victim and added to the attacker mark-
ings list than it would be if only one of the attackers
is present. The downward slope is minimized for the
n = 2 bit scheme in Figures 5b and 5d because there
are fewer attackers that are close enough to the victim to
shift between markings.

In Figure 6 we show the effect of increasing the
threshold value to combat the marking saturation effect.
In this experiment, we set the threshold value to 50%,
where more than half of the packets arriving with a par-
ticular marking must be attack packets before the vic-
tim begins dropping all packets with that marking. Of
course, increasing the threshold value increases the over-
all number of packets accepted, which is reflected in the
higher acceptance ratios for both the users and attackers.
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Figure 5. Pi Filtering with a 0% Threshold

From our results comparing the 0% and 50% thresh-
old values, we can confirm the intuitive result that rais-
ing the threshold value can minimize the marking satura-
tion effect. With the 50% threshold, marking saturation
affects attackers and users equally because simply re-
ceiving an attack packet with a particular marking at the
victim no longer results in dropping all the users’ pack-
ets with that marking. This phenomenon is shown in
Figure 6 as the equal downward slope exhibited by both
the attacker and user packet acceptance ratios. What this
suggests is that victims may want to modify their thresh-
old filter values according to the severity of an attack. In
Figure 7 we plot the acceptance ratio gap for four differ-
ent threshold values. This figure shows which thresholds
should be used according to the severity of an attack.
As the number of attackers increases, higher threshold
values perform better than lower threshold values who’s

user acceptance ratios plummet because many markings
are flagged as attack packets.

Overall, these results are promising, particularly for
the n = 2 bit scheme. Pi filtering provides signifi-
cant differentiation between user and attack packets af-
ter only a three packet learning phase, even when thou-
sands of attack paths are used. Pi filtering with thresh-
olds provides an adjustable mechanism to defend against
attacks of varying severity. Finally, the behavior of the
Pi scheme is consistent across both the Skitter and Inter-
net Map datasets, which shows that Pi’s performance is
not limited to a single Internet topology.

6.5 Legacy Routers

Any proposed packet marking scheme must be robust
to the presence of legacy routers. In Pi marking, legacy
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Figure 6. Pi Filtering with a 50% Threshold
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Figure 7. Pi Filter Performance vs. Threshold Value
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Figure 8. Legacy Router Performance

routers cause marking holes to appear in the IP Identi-
fication field of the packet. The reason for this is that a
legacy router will decrement the TTL of a packet, thus
shifting the marking index by one, but will not mark any-
thing into the field. Thus, an unmarked n number of bits
is left in the packet. These holes can be harmlessly over-
written by Pi-enabled routers farther down the packet’s
path towards the victim, however, even in the n = 2
scheme, there are rarely enough marking routers in the
packet’s path for this to occur. More often, marking
holes make it to the victim, allowing the attacker to shift
between 2nl markings, where l is the number of holes
arriving at the victim.

In Figure 8 we show the affect of increasing the per-
cent of legacy routers in our sample topologies. We run
the same experiment as in the previous section, with the
n = 2 bit scheme and a 50% threshold value, only this
time we assign a probability p to each router in the topol-
ogy that it will function as a legacy router. If a router is
chosen as a legacy router, it acts as one for the entire sim-
ulation. We note that this uniform distribution of legacy
routers is unlikely to represent the true properties of in-
cremental deployment, since new routers implementing
our scheme will likely be deployed in clusters, and ini-
tially only in the core routers of the Internet. However, a
uniform distribution is actually more pessimistic in our
scheme, since a continuous path of non-legacy routers is
more likely to overwrite attacker generated random data
then a scattered group of them, which may simply over-
write each other.

The results in Figure 8 show that the acceptance gap
of the Pi filter is inversely proportional to the percent-
age of legacy routers in the topology. However, it is
clear from the graph that the Pi filter continues to pro-
vide some level of differentiation between user and at-

tacker packets, even when only 50% of the routers in
the sample topology actually participate in the marking
scheme.

7 Related Work

We first discuss general papers on network DoS.
Moore, Voelker, and Savage use backscatter packets (the
unsolicited responses that a DoS victim sends to the
spoofed IP address that it receives in the attack packet)
to gauge the level of Internet DoS activity [23]. Jung,
Krishnamurthy, and Rabinovich attempt to answer the
question of how a site can differentiate between a DoS
attack and a simple high load condition by analyzing
client request rates and file access patterns [18].

Many approaches for securing against DoS and
DDoS attacks are present in the literature. Early meth-
ods focused on detecting the ingress and egress points
of DoS traffic within a single network administration.
Ferguson and Senie propose to deploy network ingress
filtering to limit spoofing of the source IP address [13].
A more recent and functional approach to ingress fil-
tering is proposed by Li et. al. in [19]. Their proto-
col, called SAVE, has routers construct tables of valid
source addresses per incoming interface, in much the
same way that they construct routing tables of desti-
nation addresses per interface. A packet whose source
address is out of the proper range is easily identified
and dropped. Stone proposes the CenterTrack mech-
anism, which uses routers capable of input debugging
(the ability to identify through which router interface a
particular packet was received) that would be virtually
connected through IP tunnels to all border routers on a
network [33]. When a node in the network comes un-
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der attack, the overlay network is activated, and all bor-
der routers channel traffic through the overlay routers.
These routers would use input debugging to tell from
which border router, and hence which neighboring net-
work, the DoS traffic is coming from.

Burch and Cheswick present another scheme for path
tracing [4]. This unique scheme uses a limited form of
DoS attack to attack the exact path which the DoS traffic
is traversing. By selectively exhausting select network
resources and monitoring the perturbations in the DoS
attack traffic, it is possible to detect the links that a DoS
attack is traversing. Unfortunately, this method does not
scale well for the multiple attackers in a DDoS attack,
nor does it solve the problem of administrative coordi-
nation between ISPs.

None of the methods described previously relies on
the IP protocol to assist in protecting against DoS at-
tacks. A new class of protections seeks to modify parts
of the IP protocol itself to assist in finding the path of
DoS and DDoS traffic. Early works in this category
suggest adding a new type of ICMP message: trace-
back messages [2, 16]. For each packet received, routers
would, with a small probability, generate an ICMP mes-
sage to the destination address of the packet containing
the IP address of the router. The problem with this initial
scheme is that there is a tension between providing fast
(in the number of packets received at the victim) path
identification, and low network overhead generated by
added messages. Mankin et al. present an improvement
to this scheme, which puts some state on the routers to
generate better traceback messages [21]. Better trace-
back messages are defined as the ones originating from
routers that are far away from, and that have not been
seen previously by, the victim. Although this improve-
ment reduces the overhead of ICMP traceback signifi-
cantly, it relies on either a shared key distribution mech-
anism to prevent attacker forged traceback messages
(which is a very difficult problem on an Internet scale);
or on asymmetric cryptography, which could potentially
be exploited by attackers in a DoS attack by exhausting
server resources with failed, yet time-consuming signa-
ture verifications.

Several researchers propose to embed traceback in-
formation within the IP packet. Savage et al. first pro-
posed this approach [27, 28]. They use the 16 bit IP
Identification field to hold traceback information, proba-
bilistically generated by routers along the packet’s path.
A particular router marks a fragment of its IP address
and sets a bit to signal the next router to do the same,
thus marking a fragment of the edge between those two
routers. Fragments may be overwritten by other routers
farther down the path toward the victim. Fragments
are reassembled at the victim to reconstruct all the IP
addresses of the upstream routers towards the attacker.

This method works well for DoS attacks with few at-
tackers; however in DDoS attacks, fragment reconstruc-
tion at the victim becomes computationally expensive.
Song and Perrig show how to overcome this hurdle by
having a map of the upstream routers present at each
victim [32]. However, the victim must still receive on
the order of one thousand packets to identify the attack
path. Dean, Franklin, and Stubblefield propose using al-
gebraic codes to encode the upstream router path for IP
traceback [8, 9]. Nodes mark packets with evaluations
of the sample points of a polynomial over a finite field.
The coefficients of the polynomial are the IP addresses
of the routers in the attack path.

Adler presents an ingenious scheme for sampling the
frequency of an x-bit number to determine the paths that
packets are taking [1]. Routers assign themselves a 0 or
1 bit based on whether they are at the left or right branch
of the next upstream router (although a binary tree topol-
ogy is assumed, this assumption can be relaxed). Based
on the incoming bit marking of a packet, and the self-
assigned bit of the router, each router has a certain prob-
ability of marking a 0 or 1 bit in the packet. In the case of
more than one bit, the path is split into x smaller paths,
each one of which executes the one bit protocol in a sep-
arate bit position in the packet. Like the other proba-
bilistic methods though, this scheme does not scale well
to multiple paths of attack in that it requires an exponen-
tially increasing number of packets to accurately judge
the attacking paths.

Sung and Xu present a similar method to Pi mark-
ing that allows the victim to participate in packet fil-
tering [34]. Their approach utilizes existing IP Trace-
back mechanisms, but introduces the concept of prefer-
ential packet filtering. In their scheme, a small subset of
packets carry IP Traceback information and the majority
of packets are probabilistically marked with the hash of
network edges. While the victim is reconstructing the at-
tack graph using the IP Traceback packets, it can apply
packet filtering to the edge markings of packets based
on whether or not they are likely to appear in the attack
graph.

To surmount the problem of large numbers of pack-
ets necessary at the victim to traceback multiple attack
paths, Snoeren et al. propose a solution using router state
to track the paths of a single packet [30, 31]. Upon
receipt of a packet, each router hashes specific, invari-
ant fields of the packet and stores the hash in a table.
When traceback is needed, the victim presents its up-
stream router with the hash of the packet to be traced.
The routers at each hop away from the victim then recur-
sively query the routers at the next hop away for the pres-
ence of the hash of the packet in their hash tables. Be-
sides the ability to traceback single packets, this method
also offers the advantage of storing saturated hash tables
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for traceback after an attack has taken place. Duffield
and Grossglauser propose using packet hashes of a sub-
set of all network traffic to assist in traffic measurement
in a network [11]. In this method, called trajectory sam-
pling, packets are hashed, deterministically, and a subset
of them are sampled at every node in the network that
they traverse. These samples are all sent to a centralized
measurement system, which can reconstruct the packets’
paths through the network.

Ioannidis and Bellovin, and Mahajan et al. propose
Pushback, a packet filtering infrastructure leveraging
router support to filter out DDoS streams [15, 20]. We
discuss their work and its potential synergy with Pi in
Section 8.2.

8 Discussion

8.1 Advanced Filters

It seems apparent from our experiments that the n =
2 bit scheme is superior to the n = 1 bit scheme. Un-
fortunately, this may be a consequence of the relatively
simplistic filtering process that we implement. The fil-
ters that we implement are largely static in that they
select parameters that remain constant throughout the
length of the simulation. A separate, potentially more
powerful, class of filters are dynamic filters. An exam-
ple of such a filter would be a longest prefix matching
filter which could build a table of Pi marking prefixes
based on incoming packets’ markings. This filter would
primarily benefit the n = 1 scheme, because a victim
equipped with this filter might only use a certain num-
ber of marking bits available to it, rather than all 16 bits,
which may contain some attacker initialized bits.

The Pi mechanism can also be used to detect spoofed
IP addresses, with an appropriate filter. The victim need
only build a table correlating the Pi mark of a packet to
its source IP address, during a non-attack time. When
under attack, the victim can check to see if the source
IP addresses of incoming packets match against the IP
addresses of their Pi marks from the table.

There are many potential uses for a Pi filter that de-
tects spoofed IP addresses. In a particular type of DDoS
attack, known as a reflector attack [24], attackers send
request packets to various services whose responses are
of far larger size than the requests themselves (eg. DNS).
The attackers spoof the source IP address of the requests
as the IP address of the intended victim of the attack.
Thus, the service’s reply packets will be sent to the vic-
tim, with the additional benefit of the traffic amplifica-
tion of the responses. Thus, the machine supplying the
service is used as a reflector, focusing and amplifying
the traffic to the victim. A Pi filter capable of detect-
ing spoofed IP addresses running on on the reflector’s

server would immediately detect the spoofed source IP
addresses of the requests and refrain from sending a re-
sponse, thus halting the attack.

The IP spoofing detection filter can also be used for
a limited form of traditional IP Traceback - given a
Pi mark, the victim can check the list of IP addresses
from the table that match that mark and simply perform
traceroutes to those IP address. Clearly, the design
space for possible Pi filters is quite large and remains an
open research topic.

8.2 Filtering in the Network

The Pi marking scheme can also support other anti-
DDoS systems. For example, the Pushback system [15,
20] uses downstream routers that identify aggregates
(packets from one or more flows that have certain char-
acteristics, such as source or destination addresses) and
send rate-limit requests to upstream routers, along with
an aggregate identifier. The problem with this technique
is that DDoS packets may share little identifying traits
in common, beyond the destination IP address. How-
ever, using the Pi marking, each router can identify com-
mon markings (after applying TTL Unwrapping) and
use these to better identify particular aggregates.

The Pi marking can also be used to move Pushback
filters closer to the attacker, as the marking is an iden-
tifier of the path towards the attacker. However, the
Pushback router needs to consider that the Pi markings
are not unique, as multiple paths may exhibit the same
marking.

9 Conclusion

In this paper, we have presented Pi, a novel approach
to defend against DDoS attacks. Our proposal draws
from elements of IP Traceback methods but is not con-
cerned with reconstructing a path from a victim to an
attacker, rather, it is concerned with marking paths with
unique markings. This gives the victim of a DDoS attack
the ability to filter, on a per-packet basis, any incoming
packets that match known attacker marks.

We have shown how to increase the entropy of the
Pi marking by utilizing several improvements, specifi-
cally: IP address hashing to obtain a uniform distribu-
tion of packet marks per node; node omission based on
the presence of intra-AS routes to increase the number
of distant routers whose markings arrive at the victim;
and edge marking to lower the probability of collisions
of different paths. We have also secured our marking
method against attacker modified TTL values by utiliz-
ing TTL Unwrapping, which uses the TTL value at the
victim to rotate the bits of a packet’s marking to a stan-
dard position, irrespective of the initial TTL.
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We establish a model for DDoS attacks that con-
sists of two phases: the learning phase and the attack
phase. We run experiments that simulate a DDoS at-
tack on a server with a constant 5000 user load and
a variable number of attackers, from 100-10000. We
show the performance of two marking schemes, n = 1
bit and n = 2 bits, using a threshold filtering mecha-
nism. We show that both schemes provide good protec-
tion against DDoS, and degrade gracefully under added
attacker load.

Finally, we demonstrate that the Pi marking scheme
has strong incremental deployment properties, such that
a victim is still able to filter incoming packets even when
50% of routers in our topology do not participate in the
marking. We believe that Pi marking is the most general,
flexible and powerful of the packet marking schemes to
date, and shows significant potential in reducing or elim-
inating the DDoS threat.
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